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ABSTRACT 
 
 Methods for health monitoring and damage detection have traditionally focused 
on finding differences between the intact/undamaged and the damaged structure; e.g. 
differences between vibration frequencies, differences in mode shapes, in deformed 
shape derivatives, or in flexibility (time domain) or transmissibilities (frequency – 
domain) arrays, etc.  The likelihood of success in any of the approaches holds then a 
strong relationship to the ability of the corresponding damage detection indices utilized 
to locate the damage sites (through clear and persistent patterns) based on these 
measured differences.  However, a careful examination of the existing literature 
indicates many serious limitations in this regard.  For example, many of the techniques 
are heuristic, being conceived for particular types of simple structures.  Indeed, almost 
exclusively, only one-dimensional trusses and beams are used in the applications.  Also, 
few of the methods can operate with multiple damage scenarios, and they can be easily 
confused by “false” alarm (e.g., changes due to operational/environmental variability or 
increased stiffness as opposed to the actual damages).  
 
 More recently, a conceptually simple approach, based on the notion of defect 
energy in material space by Saleeb and coworkers, has been developed and extensively 
studied (from the theoretical and computational standpoints).  The present study focuses 
on its evaluation from the viewpoint of damage localization capabilities in case of two-
dimensional plates; i.e., spatial pattern recognition on surfaces. 
 
 To this end, two different experimental modal test results are utilized; i.e., 
(i) conventional modal testing using (white noise) excitation and accelerometer - type 
sensors and (ii) pattern recognition using Electronic speckle pattern interferometry 
(ESPI), a full field method capable of analyzing the mechanical vibration of complex 
structures.  Unlike the conventional modal testing technique (using contacting 
accelerometers), these emerging ESPI technologies operate in a non-contacting mode, 
can be used even under hazardous conditions with minimal or no presence of noise and 
can simultaneously provide measurements for both translations and rotations.  
 
 Detailed documentations of the results obtained in the course of the above two 
studies have clearly demonstrated the robustness and versatility of the global NDE 
scheme developed. This stems from the vectorial character of the indices used, which 
enabled the extraction of distinct patterns for localizing damages. In the context of the 
targeted pattern recognition paradigm, two algorithms were developed for the 
interrogation of test measurements; i.e., intensity contour maps for the damaged index, 
and the associated defect energy vector field plots. With this dual representation, 
excellent results were obtained. In particular, they provided “fine - grained” visibility for 
clear discrimination of the damage single/multiple locations, in any of the vibration 
modes considered, and they were capable of distinguishing false-alarm tests from the 
case of true damage. 
 





Defect Localization Capabilities of a Global Detection Scheme: Spacial
Pattern Recognition Using Full-Field Vibration Test Data in Plates

A.F. Saleeb and M. Prabhu
University of Akron

Akron, Ohio

1.0  INTRODUCTION

1.1  General

Many aerospace, civil and mechanical engineering systems are used
continuously despite aging and the associated potential for deterioration and damage
accumulation. Therefore, the ability to monitor the structural health of these systems is
becoming increasingly important, from the viewpoints of both economy and life safety.
As a result, structural health monitoring has received considerable attention in the
technical literature. In this, there has been a concerted effort to develop a firm
mathematical and physical foundation, and the related experimental procedures, to
advance the technology of health monitoring and damage detection.

Structural damage is considered as a weakening of the structure that negatively
affects its performance.  Damage may also be defined as any deviation in the structures
original geometric or material properties that may cause undesirable stresses,
displacements, or vibrations on the structure.  This weakening and deviation may be due
to cracks, loose bolts, broken welds, corrosion, fatigue, etc.  Any crack or localized
damage in a structure reduces the stiffness and increases the damping in the structure.
Reduction in stiffness is associated with decreases in the natural frequencies and
modification of the modes of vibration of the structure.  Many researchers have used
one or more of the above characteristics to detect and locate a crack.  Most of the
emphasis has been on using the decrease in frequency or the increase in damping to
detect the crack.

Visual inspection has been and still is the most common method used in
detecting damage on a structure.  The increased size and complexity of today’s
structures can reduce the efficiency of the visual inspections.  Conventional visual
inspection can be costly and time consuming, especially when disassembly is necessary
to provide access to the area being inspected.  In addition, these visual inspection
techniques are often inadequate for identifying the status of a structure where the
damage is invisible to the human eye. Examples of Nondestructive damage detection
techniques such are:

∑ Ultrasonic and eddy current scanning.
∑ Acoustic emission.
∑ X-ray inspection, etc., provide options to detect the occurrence of damage.
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These methods are considered as “local” inspection approaches.  Structural
damage identification through changes in dynamic characteristics, on the other hand,
provides a “global” way to evaluate the structural state.  Dynamic-based damage
detection has drawn worldwide attention due to their infra-structural role.

Despite significant research efforts in the area of nondestructive damage
localization in structures, several problems remain to be solved before damage detection
in real structures becomes a routine activity.  A need remains for  robust theories of
damage detection to simultaneously include changes in all modal parameters.  There is
also a necessity to circumvent the reality of being capable of measuring only a few
modes, particularly in large structures.  In addition, we also have to be able to take into
account the experimental errors in measured modal parameters.  Furthermore, even if
these types of damage detection theories were available, and experimental errors were
insignificant, the need still exists to account for the uncertainty associated with
modeling the properties and boundary conditions of real structures.

Normally the mode based damage detection technique cannot be directly used for
real measurements.  There are still some practical aspects that should be considered
such as,

∑ System identification
∑ Finite element modeling and model updating
∑ Mode shape expansion
∑ Mode orthonormalization with respect to the mass matrix
∑ Applicability to real noise or measurement errors.

The dynamic characteristics of a structural system, i.e., eigen-frequencies,
damping ratios and mode shapes can be extracted from dynamic measurements.  These
are done by system identification.  The main problem is to match the experimental and
analytical mode shapes.  In practice, it is impossible to measure all the DOF’s of a FEM
model due to a limited number of sensors.  Therefore, mode shape expansion plays an
important role in structural damage identification algorithms based on changes in modal
properties.

Many of the techniques are time intensive and may not be suited for routine
inspection, as results often do not yield quantifiable results.  As such a “global” damage
detection method with attributes including economy, efficiency, and ease of operation is
desired.  Methods based on observed differences in dynamic behavior of structures,
before and after damage, have been found to be a promising approach.  Damage
changes the performance of structures, i.e., it results in a loss of functionality.  A
structural system loss of functionality means, within this context a reduction in load
carrying capacity or a reduction in its ability to control motion under imposed forces.
That is, the regional material properties such as Young’s modulus, moment of inertia,
mass, local stiffness and damping will be affected.  Such property changes will result in
a variation in the system response, as well as eigen-parameters (eigen-values and the
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corresponding eigenvectors).  Variation of these quantities can be used as a tool to
detect damage by means of modal analysis and modal testing.  To carryout the
experimental modal analysis, external excitation has to be used, e.g., using an impact
load produced by hammer blows, a vibration generator or a shaking table.  For
large-scale civil structures, a natural random excitation is preferred, and mimics wind
gusts, traffic vibration, earthquakes and tides which are available everywhere at any
time.

Much attention has focused on the problem of detecting, locating and sizing
damage in structures using modal parameters.  The majority of the previous work has
detected and localized damage using theories from modal analysis or from dynamic
response measurements.  Present NDE methods only modestly succeed in the prediction
of damage in structures from limited amount of modal information.

1.2  Problem Statement

 Damage detection using NDE techniques has prompted a lot of conceptual,
theoretical and computational work, as well as experimental challenges concerning the
difficulties and problems in obtaining measurements.  The most suitable NDE method
would no doubt lead to saving of lives, reduction in human suffering, protection of
property, increased reliability, increased productivity of operations and a reduction in
maintenance cost and time.

There are a number of factors that influence the choice and effective use of any
suitable NDE method.  Among them are:

∑ Input Signal requirement
∑ Output signal requirement
∑ Suitability of the Test structure
∑ Response – signature – analysis
∑ Implementation issues

With respect to the input signal the excitation (static vs. dynamic) its type
(forced vs. ambient vibration) as well as the extent (low vs. higher order modes makes
the decision quite tricky. Depending on the application and details of the NDE
algorithm, output-signature measurements (i.e., their type, their qualitative/quantitative
information content, as well as the associated sensor/instrumentation network required)
will significantly impact the overall performance.  The use of any NDE technique is
indeed dependent on its ability to handle incomplete, noisy, measurements.  With regard
to test structures, their topology and configurations, the great variety of materials in
construction and associated failure/damage modes, as well as their level of
deterioration, are important in designing suitable NDE techniques.
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There are three mains parts of the overall process; i.e., detection of localized
faults or “presence,” estimation of the damage location, and sizing or estimation of the
extent of damage.  The first is, of course, the most critical, whereas the other two phases
would generally require additional, more detailed measurements.  There are basically
two alternative approaches for implementation of these global techniques, i.e., system-
identification and direct post processing of measurement data.  The two approaches
differ mainly in the amount of data and type of information sets utilized.  In one
extreme, the system identification approach is typically based on a complete analytical
model that is fitted optimally to the measured response.  On the other hand, direct
detection schemes do not require a priori identification of an analytical model.  Instead,
the key ingredient is the selection of an appropriate “measure” or damage parameter
that is sufficiently sensitive to slight perturbation in system properties.  The
implementation simply reduces to the processing of “raw” experimental data with the
objective being pattern-recognition, using the notion of comparison of processed
signatures, i.e., the present (damage) versus the base/reference (intact) states.

To judge the correctness of any NDE method under consideration, the following
steps are necessary:

∑ Theoretical and computational studies along with simulation of the model
∑ Laboratory studies for validation of the model
∑ Full scale Field demonstration or testing

For a sound and robust technique, all the above criteria have to be full-filled.  In
addition, carrying out extensive numerical and experimental studies under both ideal
and noisy data conditions that could be computer generated.  A full field demonstration
of the method is an essential step to clear all the necessary obstacles in the method
devised.

1.3  Objective of the Current Research

Professor Saleeb and coworkers in an ongoing research program funded by the
NASA Glenn Research Center have successfully developed a direct type global damage
detection technique.  The present work is an extension of damage detection to new
types of structures such as plate, shells and disks.  Over the years, various researchers
have proven, with experimental investigation and theoretical developments detection
schemes for beam and frame type structures.

This research presents the overall work of damage to plates subjected to flexure
bending (out-of-plane) for a variety of cases of damage. The damage is simulated as
heterogeneity in the structure or a sudden change in the Young’s Modulus of Elasticity,
and is measured using a newly proposed damage index, i.e., defect energy parameter.  A
few experimental investigations were carried out and are shown in the chapter for
experimental verification.  This method proved very versatile, far beyond anyone’s
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imagination, in the detection of the location of damage.  Though not exact, the location
of damage was very close to the actual case.  This was attributed to the very noisy
measurement data from the accelerometers and environmental noise such as thermal
and climatic effects.  Also, the special contribution of Full Field Investigation is
explained.  This experimental investigation technique is powerful in terms of giving the
slope and modal displacement of the entire structure.  Most importantly, there is no
human intervention and the measured output is absolutely free of all environmental
noise.

2.0  BACKGROUND AND LITERATURE REVIEW

2.1  Background

Damage detection is a challenging problem that is under vigorous investigation
by numerous research groups using a variety of analytical and experimental techniques.
Health monitoring techniques may be classified as global or local.  Global methods
attempt to simultaneously assess the condition of the whole structure, whereas local
methods provide information about a relatively small region of the system by using
local measurements.  The choice of the type of sensors effects the measurements and
their spatial resolution, nature of the instrumentations used and the degree of noise in
the measurement.  Finally, the damage detection procedure for the structure concerned
depends upon the level of damage and deterioration of concern, the available
knowledge concerning the ambient dynamic environment, sophistication of the
available computing resources, complexity of the detection scheme, selected threshold
level for detecting perturbations in the system condition and the depth of knowledge
concerning the failure modes of the structure and many more.

The difficult challenge in formulating damage parameters possessing all these
and other desirable attributes (e.g., applicability to different materials, multiple damage
sites various support condition, different vibration modes etc.) is demonstrated by the
numerous proposals made over the years (e.g., natural frequencies, mode shapes,
influence flexibility coefficients, strain mode shape, curvature mode shapes, as well as
ratios, differences and fractions obtained from them).  Basically, the performances of
these methods were found to be heavily problem-dependent. With several conflicting
conclusions often reached when using the same measure under different conditions.  As
such, there are three main parts involved in the overall process for damage detection

a) Detection of localized damage/fault “presence.”
b) Estimation of damage location.
c) Sizing or estimation of the extent of damage.
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The first is of course the most critical, whereas the other two phases would
generally require additional, more detailed measurements.  There are two alternative
approaches for mathematical representation and implementation of these global
detection techniques, i.e., system-identification and direct post processing of
measurement data.  The two approaches mainly differ in the amount and type of
information sets utilized.  The system-identification approach is typically based on a
complete analytical model that is fitted to the measured response.  For the most part the
approach has been restricted to numerical simulations of linear systems.  In addition to
the intense computational demands, another main disadvantage is the need to treat the
‘inherent non-uniqueness’ caused by incompleteness of measured data with noise.
More recently, artificial neural networking has been used as an attempt to remedy some
of these problems, but they still remain computationally intensive.   But the direct
detection scheme requires a key ingredient for the selection of the appropriate ‘measure’
or damage parameter, which is sufficiently sensitive to any slight perturbation in system
properties.  The whole implementation simply reduces to processing of raw
experimental data, the objective being pattern-recognition, using the notion of
comprised processed signatures, i.e., present (damage) verses the base/reference (intact)
states.  Sharper resolution will be obtain if there is more distinct differences between
two signatures.  The presence of noisy data and consistency of distinctive patterns under
different excitations (i.e., different vibration modes or different static load intensities)
reflects on the robustness of NDE technique.

We have seen the basic idea behind understanding and developing a damage
detection technique for structures.  The next article summarizes the various
contributions by researcher over the years to the field of NDE technology for damage
detection.  Emphasis will be put on the direct-type global methods similar to the present
parametric investigation of damage in disk type structures.

2.2  Material Properties at Damage

The term damage refers to the degradation or failure of a material. Damage can
originate from diverse phenomena such as oxidation, carbonation, mechanical work, or
any type of disintegration or weakening from aging or mechanical processes. Within the
framework of damage mechanics, only that which causes the loss of area, associated
with change in local material properties such as Young’s modulus E, moment of inertia
I, stiffness and flexibility and energy dissipation, is considered. When such changes
occur there is a change of the entire physical system. This change leads a to change in
vibration characteristics in physical space and also in material space

In physical space, when abrupt reductions in the cross section of a beam are
considered, the properties have been changed, especially for the relationships between
geometry and the centerline deflection curves. For free vibration behavior, such a beam
results in a noticeable error in natural frequencies because of the overestimation of the
bending stiffness. It was found that resonant frequency and vibration amplitudes were
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considerably affected by the presence of cracks. A change in energy with respect to
damage is also important. Damage to engineering materials essentially results in a
decrease in the free energy stored in a body with consequent degradation of the material
stiffness.

In material space, damage creates heterogeneity in a homogenous body, with
consequent reduction of material properties including Young’s modulus, stiffness and
moment of inertia. So in both cases, damage affects the Young’s modulus, stiffness and
moment of inertia.

2.3  Signature Analysis or Pattern Recognition Approaches

The signature of a structure is related to its dynamic characteristics and is one of
most widely used damage detection techniques.  The observed changes in the structure,
for example, like modal parameters, are compared to a database of possible changes and
the most likely change is selected for detecting damage and locating its position.

Stubbs and Oseguda [1,2] applied a finite difference to the homogeneous
equations of motion of an undamaged structure to yield expressions for the changes in
modal stiffness in terms of modal masses, modal damping, eigen-frequencies,
eigenvectors and their respective changes.  Using matrix structural analysis, expressions
relating variations in stiffnesses of structural elements to the variations in modal
stiffness were generated resulting in a system of algebraic equations with a known load
vector of fractional changes in modal stiffness and unknown fractional changes in
member stiffnesses.  Experimental evidence, obtained from their controlled laboratory
experiments provided support to their damage detection technique.  Dynamic responses
of the damaged and undamaged frequencies were obtained from a cantilevered
specimen.  Using experimental frequency responses of the specimen and the
numerically generated sensitivity matrix, they predicted the location and magnitude of
the damage on the specimen.

Biswas et al. [3] studied several dynamic parameters for damage detection using
full scale modal testing.  A probable failure due to a large fatigue crack was simulated
by unfastening a set of high-strength bolts in a splice connection of a steel highway
bridge.  Experimental modal testing was performed for the intact case as well as the
cracked case.  Results indicate the presence of detectable changes in some of the
response data to a simulated physical failure.  Non-parametric information, i.e., time
records, frequency spectra, transfer functions as well as parametric information, i.e.,
modal frequencies and mode shapes had been examined.  The modal Assurance Criteria
(MAC) and modal frequencies can detect the damage in higher modes; otherwise the
modal frequencies were not sensitive.
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Modal curvature method was used by Wahab et al. [4] to detect damage in a
prestressed concrete bridge.  To establish their method they used simulated data from
simply supported and continuous beams containing damaged parts at different locations.
A damage indicator called a “curvature damage factor” was introduced which is the
difference in curvature mode shapes for all modes and could be summarized by one
number for each measured point.  For several damage locations in the structure, all
modes should be carefully examined.  The lower modes are, in general, more accurate
than the higher modes.  When more than one fault exits in the structure, it is not
possible to locate damage in all positions from the result of only one mode.

Gattulli and Romeo [5] proposed an integrated procedure based on a direct
adaptive control algorithm and was applied to structural systems for both vibration
suppression and damage detection.  This is accomplished by tracking a reference output
of an arbitrary model with desired damping characteristics and by detecting on-line
mechanical parameters variations.  A large number of mechanical parameters are shown
to be identifiable in non-collocated configurations.  Using full-state feedback, these
capabilities are effectively exploited for oscillation reduction and health monitoring of
uncertain multi-degree-of-freedom (MDOF) shear-type structures.

Hajemstad et al. [6] developed an algorithm for damage detection and
assessment based on system identification using a finite element model and the
measured modal response of a structure.  A change in an element constitutive property
from a baseline value is taken as indicative of damage.  A Monte Carlo simulation was
used to determine the threshold values that distinguished damage from the measured
experimental noisy values.  However, identification of geometric features of a solid
body, in general, is inherently more difficult than identification of constitutive
parameters.

Ultrasonic non-destructive testing is widely used method to find various kinds of
defects in structures.  This method is especially useful in material components that are
isotropic.  The method is also useful in the inspection of composite materials although
the anisotropy induces several complications in interpreting the results obtained at the
examination.  Grahn [7] demonstrated the 2-D scattering problem of an internal crack in
a layered anisotropic plate.  He showed a complete ultrasonic simulation model (i.e., the
output from the receiving probe is modeled) of a layered anisotropic plate that can be
compared to a layered composite plate.  He solved his problem by deriving the Green
function for the layered plate and then using the integral representation for the total field
to obtain an integral equation for the crack opening displacement.  The integral equation
is solved by expanding the crack opening displacement (COD) in Chebyshev functions.

Laser ultrasonic techniques were used by Dokun et al. [8] to monitor ultrasonic
property-frequency-dependant Rayleigh wave velocity (material dispersion) and then
relates changes in this acoustic property to material properties (such as stiffness) that
characterize damage.  The experimental procedure consists of measuring a series of
transient elastic waveforms in a thick FRP (Fiber Reinforced Plastic) specimen and then
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operating on these waveforms with 2D fast Fourier transformation to develop the
dispersion relationship for that specimen.  Material degradation (damage) is introduced
into these specimens with environmental aging, and the dispersion carves are used to
quantitatively track changes in material properties.

Sampaio et al. [9] tried to develop a method that covers all four steps of the
process of damage detection – existence, localization, extent and prediction.  They
developed with the frequency – response – function - curvature method, encompassing
the first three of the above methods and based only on the measured data without the
need for any modal identification.  This method performed well in detecting, locating
and quantifying damage, although, the last item still needed to be further developed and
better characterized.  The main advantage of this method was its simplicity and no need
for performing a modal analysis for the identification of mode shapes or resonant
frequencies, as in the case of other methods.

Thyagarajan et al. [10], in their paper used the FRF (frequency – response –
function) data and optimization to diagnose damage in a structure using a minimum
number of sensors.  Their technique did not use modal analysis, modal reduction or a
training step but used all the information contained in the FRF data (not just the
information around the peaks), the modal connectivity and the bounds on the structural
stiffness values to diagnose the damage.  They suggested detecting damage in large
structures, scanning sections of the model to detect and diagnose damage.  This
scanning was based on the nodal connectivity patterns of the elements and running a
separate optimization.  The only drawback of their technique was that it required a lot of
computation and was restricted to small models.  To overcome the second limitation of
the FRFs not being exactly repeatable due to variations in temperature which changes
the elastic modulus and causes boundary conditions to change, a technique that shifts
the frequency to remove global structural changes due to the environment was used.

DiPasquale et al. [11], proposed as early as 1989 that the global damage indices
based on equivalent modal parameters are defined using the vibrational parameters of
an equivalent linear structure.  Damage to engineering materials essentially results in a
decrease of the free energy stored in the body with consequent degradation of the
material stiffness.  They showed that the parameter based global damage indices can be
related to the local damage variables through operations of averaging over the body
volume.

Ray et al. [12] used a method of enhancing modal frequency sensitivity to
damage using feedback control.  The method was intended for smart structures, which
embodied self actuation and self-sensing capabilities.  Using state feedback, closed –
loop modal modal frequencies are placed at locations in the complex plane that enhance
sensitivity to particular types of damage.

A wavelet-based approach for Structural Health Monitoring (SHM) and damage
detection was used by Z.  Hou et al. [13].  The method is applied to simulation data
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generated from a simple structural model subjected to a harmonic excitation.  Spikes in
details of the wavelet decomposition may detect changes in system stiffness, and the
locations of these spikes indicate the moment when structural damage occurred.

2.4  Modal Updating and System Identification Approaches

Stubbs and Garcia [14] showed the use of pattern recognition to localize damage
in structures in general and bridge structures in particular.  In the physical world data
are transduced into the so-called pattern space.  Using techniques of dimensionality
reduction, the pattern space is reduced to a smaller dimension known as the feature
space.  Data in the feature space are introduced to a decision algorithm, and the
elements of the feature space are classified into a finite number of clusters.  They
developed a theory of damage localization to identify a feature space that can be defined
entirely from measurable parameters and then propose several classification algorithms
to aid in identifying a given portion of the structure as damaged or undamaged.  This
theory was then applied to the localization of damage in a three dimensional finite
element model of a real bridge structural element.

Ren and De Roeck [15, 16], proposed a damage identification technique based
on a change in frequencies and mode shapes of vibration, for predicting damage
location and severity.  The method is applied at an element level with a conventional
finite element model.  The element damage equations have been established through the
eigen-value equations that characterize the dynamic behavior.  The influence of noise
was also shown and they verified their method by a number of damage scenarios for
simulated beams and found the exact location and severity of damage.  They
demonstrated that multiplying the damage eigen-value equations with the undamaged or
damaged mode shapes provides more equations and guarantees the damage localization.

Stubbs and Topole [17], proposed a formulation that localizes and determines
the sizes changes in the stiffness of the structure.  Generally such changes are a
reduction in stiffness and are associated with some type of structural damage.  Serious
damage will change the stiffness locally and globally.  Thus, in this study, a reduction in
stiffness is generally interpreted as damage.  However, reductions in stiffness do not
necessarily relate to damage.  Therefore, the algorithm is a conservative method to
determine potential locations of damage.

Sohn and Law [18, 19] demonstrated the use of load-dependent ritz vectors from
vibration data along with Bayesian probabilistic approach for damage detection.  As
applied to multistory frame structures.  The approach is applied to identify multiple
damage locations using estimated modal parameters when (1) the measurement data are
potentially corrupted with noise, (2) only a small number of degrees of freedom are
measured and (3) a few fundamental modes are estimated.  They also proposed a
branch-and-bound search scheme and a simplified approach for modeling a multistory
frame structure.  As an alternative to modal vectors, load-dependent Ritz vectors have

NASA/CR—2002-211685 10



been shown useful in various areas of structural dynamics such as model reduction and
damage detection.  They also presented a procedure to extract these load-dependent Ritz
vectors using a complete flexibility matrix constructed from measured vibration test
data.  The method shows the construction of the Ritz vectors corresponding to both the
actual load pattern employed in the vibration test and from arbitrary load patterns.  An
experimental study on the use of Ritz vectors was described [20, 21] for damage
detection of a grid-type bridge model.  A procedure for extraction of the Ritz vector
from experimental modal analysis and then used for the damage detection of the test
structure using a Bayesian probabilistic approach.

F. Vestroni and D. Capecchi [22] found damage by frequency measurement.  A
linear behavior was assumed, before and after the damage.  The method was described
and used when frequencies are the observed quantities.  The procedure is generalized by
assuming finite-element interpretative models and an automatic algorithm of modal
updating, which is used to determine the best stiffness distribution for an assigned
location of damage.  A minimum amount of frequencies are necessary to obtain a
unique solution.  This is important, because the problem is often over determined.  A
quantity of measured data is important to reach an acceptable solution.

Gawronski and Sawicki [23] used modal and sensor norms to determine damage
locations in flexible structures.  It provided information about the impact of the damage
on the natural modes of the damaged structures.  As the norm is determined from the
system natural frequencies, modal damping ratios, and the input and output gains, they
depend neither on the input time history nor the actual system deformation.

Hung-Liang et al. [24] presented a nondestructive evaluation method to identify
the structural stiffness of ceramic candle filters.  All filters were subjected to an
excitation force, and the response was picked up by an accelerometer in a free-free
boundary condition.  The frequency response function and vibration mode shapes of
each filter were evaluated.  Beam vibration equations and finite element models were
built to calculate the filter’s dynamic response.  The results indicated that the vibration
signatures could be used as an index to quantify the structural properties.  The results
also estimate the overall bending stiffness values for four different types of candle
filters.  The used filters showed stiffness degradation.  The location and the size of the
damaged section were identified using the measured modified model modal strain
energy procedure.

The dynamic bending stiffness was used by Maeck et al. [25] to detect damage.
Different techniques are discussed and compared to derivations from experimentally
determined modal characteristics of a reinforced concrete beam from its dynamic
bending stiffness.  The degradation of stiffness, due to cracking of the reinforced
concrete, gives information on the position and severity of the damage that has
occurred.  The direct stiffness calculation needs the experimental mode shapes in
deriving the dynamic stiffness through the curvature calculations.  The advantage of this
method is that no numerical model is needed to obtain the dynamic stiffness
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distribution.  However, a rather dense measurement grid is necessary to be able to
identify accurately the higher mode shapes for curvature calculations.

Yuen [26] presented a systematic study of the relationship between damage
location and size, and the change in the eigenvalues and eigenvectors of a cantilever
beam by introducing damage to each element and also by varying the degree of damage
for the case of a fixed damage location.  Damage was modeled as a modulus reduction
in an element of the beam.  Two eigen parameters were studied, i.e., translation and
rotation.  Both showed a sudden change at the damaged region along the beam
coordinate.  However, the rotation eigen-parameter was not detected for higher modes.

Cracked rotating shafts exhibit a certain particular dynamic response due to the
local flexibility of the cracked section.  Dimarogonas and Papadopoulos [27] found the
local flexibility of a cracked section of a cylindrical shaft by using the Paris energy
equation.  Computation of the local flexibility was based on a plane strain assumption
for the strip.  Such a factor is not available for the transverse crack on a cylinder.
Nevertheless, the experimental results show that approach to be quite adequate.  The
uncoupled bending vibration of a rotor and a transverse surface crack were also
investigated.

Akgun and Ju [28, 29] evaluated damage by using an electrical analogy method.
Based on modal frequencies, they formulated damage functions.  Investigation was
made on multiple cracks in a beam structure.  The multiple cracks were not closely
spaced and cannot be determined.  Later, a similar approach was extended to the
evaluation of frame structures.  The optimum excitation, location and frequency and the
optimum location for response measurement were determined.

Another method, developed by C.-P.  Fritzen et al. [30] is based upon a
mathematical model representing the undamaged vibrating structure and a local
description of the damage, e.g.,  a finite element for a cracked beam.  The problem of
modeling errors and their influence to damage localization accuracy and an approach to
obtain reliable results is presented.  The method was demonstrated through application
to laboratory structures in the frequency domain using frequency response functions in
the time domain.   But the accuracy of the original model was found to be of great
importance.

Time domain analysis can also be used for the same purpose.  Tsai et al. [31]
formulated the cross-random decrement method in a time domain.  The free decay
responses contain many structural modes.  The modal frequencies, damping and the
complex amplitudes were resolved by curve fitting.  These parameters were used for
damage detection.  The discretization time interval and the number of sampled data
points were found to be important factors affecting numerical accuracy.  This technique
was also applied to an offshore structure by Yang et al. [32] to detect damage.  It only
requires the measurement of the dynamic response of the structure.  Here, an initial
series of tests was conducted to establish baseline data so as to advocate a physical
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description of the platform prior to any damage and against which the data from the
damaged mode could be compared.  They were very successful in the detection of small
fatigue cracks but detecting the location of such a damage was not developed.

Rioz et al. [33] developed a method that can be used to identify cracks in
structures by measuring its modal characteristics.  They measured the flexural
vibrations of a cantilever beam with a rectangular cross-section having a transverse
crack extending uniformly along the width of the beam and analytical results were used
to relate the measured vibration modes to the crack location and depth.  From the
measured amplitudes at two points of the structure vibrating at one of its natural modes,
the respective vibration frequency and an analytical solution of the dynamic response,
the crack location was found and depth estimated with ease.  The main advantage of the
method is that it could be carried out on the site with rather simple equipment and
modest calculations.  The drawbacks of the method was that it was possible for only a
one dimensional structure (structures with analytical descriptions) or can be modeled
with finite element method or some other conventional discretization method.

Pandey et al. [34] investigated the parameter called curvature-mode shapes for
identifying and locating damage in a structure.  They showed that by using the absolute
change in this parameter is located in the region of damage, and hence can be used to
detect damage in a structure.  The changes in the curvature mode shape increases with
increasing damage.  The difference in modal curvature between the intact and the
damaged beam showed not only a high peak at the fault position, but also some small
peaks at different undamaged locations for higher modes.

Pai et al. [35, 36] presented a method of pinpointing structural damage locations
using operational deflection shapes (ODSs) measured by a scanning laser vibrometer.
This method initially assumes a form for the ODSs to match with the experimental data
using a sliding-window-least-squares method to determine the four coefficients of the
initially assumed equation.  Each of these coefficients represented the central solution
of displacement, boundary layer solution of displacement caused by boundary
constraints, central solution of slope and boundary-layer solution of slope.  They also
developed the boundary effect detection (BED) method for finding damage locations.
This method requires no model or historical data for locating structural damage.  At the
damage location the boundary layer solution of slope changes sign, and the boundary
layer solution of displacement peaks up or dimples down.  They showed the effect of
noise and different types of damage and how they affect the damage locating curves.
Experimental results showed that this damage detection method is sensitive and reliable
for locating small damages in beams.
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2.5   System Identification Using Neural Network Techniques

Sohn et al. [37], posed the process of structural health monitoring in the context
of a statistical pattern recognition paradigm.  They focused on applying a statistical
process control (SPC) technique known as an “X-bar control chart” to vibration-based
damage diagnosis.  Basically, a control chart provides a statistical framework for
monitoring future measurements and for identifying new data that are inconsistent with
past data.  A unique aspect of their study was the coupling of various projection
techniques such as principal component analysis and linear and quadratic discrimination
operators with SPC in an effort to enhance the discrimination between features from the
undamaged and damaged structures.  This approach was applied to a concrete bridge
column as it was progressively damaged.  The coupled approach gave a clearer
distinction between undamaged and damaged vibration responses than by applying an
SPC alone.

Among the nonparametric identification approaches that have been receiving
growing attention, are neural networks; e.g.,  see [38, 39] by Agbabian et al. and Masri
et al.  Research is aimed at developing an automatic monitoring method of detection of
structural damage.  A study by Wu et al., [40] on the feasibility of self-organization and
learning capabilities of neural networks was carried out.  They trained a neural network
onto a computer system to recognize the behavior of undamaged structures as well as
behavior of possible damaged states.  This idea applied to a simple structure, when
carried out with experimental data, gave very promising results.

Masri et al. [41] trained a network with vibration measurements from a healthy
structure and a structure under different episodes of response in order to monitor the
health of the structure.  The method was useful in assessing intricate mechanical
systems whose internal states are not accessible for measurements.  Their proposed
method, a nonparametric structural damage detection methodology based on nonlinear
system identification was very robust.

G. Garcia et al. [42] used a neural network with statistical pattern recognition for
nondestructive damage detection (NDD). There he compared the capabilities of neural
networks and statistical pattern recognition to detect localized damage in three-
dimensional structures.  Manning [41] used a neural network in conjunction with an
active member transferring function data to evaluate structural damage detection. He
suggested that the key for making the problem tractable for large problems was to
adequately identify members at high risk for damage and including enough pole / zero
information in the training of the neural network.

Extended system identification concepts were reviewed and discussed by Yao
and Natke [43]. Application of tests and computer aided modeling (TACAM) to
reliability evaluation of existing structures remains to be investigated. Finally, Aktan
et al. [44, 45] reported a comprehensive application to bridge field-testing of the

NASA/CR—2002-211685 14



combined system identification approach, with flexibility coefficient charts for pattern
recognition.

2.6  Concluding Remarks

A great deal of research in the past thirty years has been aimed at establishing an
effective method for health monitoring in civil, mechanical, and aerospace structures.
The ultimate goal is to determine the existence, location and degree of damage in a
structure. The development of a successful technology for structural health monitoring
has enormous potential for application in evaluation of offshore structures and bridges
subject to fatigue, corrosion, impact and earthquakes as well as buildings and aerospace
structures subject to severe loads or structural deterioration.  A variety of methods for
evaluating damage in structural systems have emerged and evolved. All of these
methods require a parameter estimation algorithm to drive them; i.e., the selection of an
appropriate “measure” or suitable candidate for the damage parameters, that is
sufficiently sensitive to slight perturbation in system properties. To this end, recent
work by Saleeb et al. [46] has been directed toward the development of appropriate
global indices of this type, based on a more fundamental approach in structural
mechanics.

The novelty of this approach stems from the use of an alternative formulation in
material (vs. physical) space. These dual balance laws are revealing in that the resulting
force/source terms are directly and explicitly driven by increased heterogeneity due to
deterioration. It thus provides an ideal candidate for the damage detection parameter.
Such a damage parameter is easily computed from the measured raw data (e.g., strains,
deflections, and rotations). A large number of numerical simulations and comparison to
data have clearly demonstrated the power of this formulation under different test
conditions [47, 48]. The focus of this study is to provide further validation for the
feasibility and effectiveness of this new algorithm under realistic conditions.

3.0  THEORETICAL DEVELOPMENTS AND SIMULATION RESULTS

3.1  Introduction

The overall objective in this chapter is three-fold:

i. To exploit the underlying mathematical structure of the damage index used in 
the detection scheme.

ii. To investigate various methods to extract its damage - sensitive features for 
visualization in the context of pattern – recognition paradigm, and

iii. To present the results of validation tests (through numerical / simulations) of 
these features – extraction / visualization procedures.
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Thus providing the necessary background and insights needed to carry out the
applications in Chapters IV and Chapters V dealing with actual measurements from
experimental vibration recordings.  With regard to items (i) and (ii) it will be gathered
from subsequent discussions that, despite its conceptual simplicity and theoretical
tractability, the damage index possess a rather intricate vectorial / tensorial character,
and as a result, it is best to approach the pattern recognition strategy from the
viewpoints of both intensity (magnitude) as well as directional properties.  For instance,
the magnitude of various components of damage tensorial index are shown to exhibit
large and abrupt changes (spikes / peaks) in the presence of “true” defects.  However,
taken in isolation, this representation alone is not sufficient, since also vibration
response changes due to environmental and/or operational variability (i.e., the so-called
false alarm tests, which are known to pose extreme difficulties for many existing
detection schemes) can trigger spurious patterns of this type.

In this regard, it is opportune that the complementing directional property of the
index is quite unique; i.e., the vector flow fields evaluated from the projection of the
tensor component on a (variationally - consistent C∞ – field of) position vectors

perturbations will always be pointing in the direction of increased dissipations (or
equivalently the direction of decreased total stored energy).  Consequently, for a true
defect case (irrespective of the underlying physical mechanism leading to the defect /
deterioration) the discrete set of arrows representing these vector fields on the
boundaries of the regions enclosing the defects will be directed outward.  This will
persist in a consistent manner, irrespective of the mechanical response signature being
interrogated (i.e., any vibration mode or any static – load testing).  On the contrary, this
position will be completely or partially lost in case of false - alarm test, e.g., all vectors
will no be reversed, for extreme case of increase stiffness in a small localized region in
the structure, to point inwardly (relative to an observer situated inside the enhanced
stiffness region).

Considering the numerical studies performed in conjunction with item (iii)
above, an effort was made here to incorporate many of the complications that are
anticipated in actual experimental applications (as in later chapters IV and V).  For
example, in the majority of the cases we have employed very small amounts of
simulated localized damages using relatively coarse (non-optimized) meshes in the
simulations; i.e., in a sense the inaccuracies involved in the vibration responses obtained
will be reminiscent to the effects of noise in experiments.  Furthermore, realizing that
typical experimental results will be essentially incomplete; e.g., in data content when
lacking the measurements of rotational degrees-of-freedom (DOF), or in space when
only a restricted small size network or sensors are utilized, several simulations were
obtained on the basis of vertical displacements only at few discrete points (sensor
locations).  This has enabled us to investigate the extent of deterioration in the accuracy
of the detection scheme in such cases.  Finally, extensive testing of false – alarm cases
was also included.
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3.2  Governing equations for Flexural Vibration of Shear-Flexible Plates 

 
 Consider the case of dynamic response of a homogenous, isotropic plate (with 

no thermal effects, etc.).  With no defects, subject to free vibration in flexure.  Adopting 
the well-known approach of treating free vibration, we consider for one typical mode; 
i.e., the nth mode with frequency ω ≡ ωn and mode shapes (w, ψ1, ψ2) ≡ (wn, ψ1n, ψ2n).  
Here, (w, ψ1, ψ2) represent the displacement in z- direction and the rotations in the x- 
and y- directions respectively.  Note, that for convenience, we will drop the subscript 
″n″ in all the subsequent derivations.  For plate flexure, we utilize a shear flexible 
theory developed by Mindlin/Reissener [49] in which both bending and transverse shear 
effects as well as lateral (linear) and rotary inertia are accounted for.  In addition, the 
following notation is introduced. 
 

The Kinematical Quantities, namely, the curvatures and the transverse shear may 
be expressed as, 

 • Curvatures:
2
1
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x
x ∂

∂
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κ  , 

2
2
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y
y
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= 21 ψψ
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•  Transverse Shears: 1ψτ +∂
∂=

x
w

xz , 2ψτ +∂
∂=

y
w

yz  

 
The Statical Quantities, i.e., the Stress Resultants per unit width which taken 

from the moments are expressed as, 
 

• Moments: 

            dzzxxσ∫
−

=≡

2
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            dzzyyσ∫
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2
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             dzzxyσ∫
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The Constitutive Relationships for the plate isotropy and with the assumptions 

of linear-elastic response take the following form, 
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Finally in what follows are the well-known Conservation expressions in physical
space.  That is, the balance of the linear and angular momentum in the form of first
order differential equations are given as,

0
1

2
1

1211 ∫+-+ ywr IQ
dy

dM

dx

dM
(3.1)

0
2

2
2

2212 ∫+-+ ywr IQ
dy

dM

dx

dM
(3.2)

0221 ∫++ wh
dy

dQ

dx

dQ
wr (3.3)

The following section presents step-by-step procedure from which we can show
that the equations (3.1), (3.2) and (3.3) are the basic equations for Defect Energy
Parameter.

3.3  The Detection Parameter Specialization

The total strain energy, W, for a thin plate can be defined as

)()()([),,( 22111222112
1

21
221 yyyy yyyy +++++++= dy

dw
dx
dw

dx
d

dy

d

dy
d

dx
d QQMMMwW

(3.4)

After substituting the expressions for 11M , 22M , 12M , 1Q  and 2Q  from equations (3.4)
the following expression for W  is obtained
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The kinetic energy per unit area, T, which is defined as 

 

h

2 1 T    
2h

2

T dzρ= ∫
−

v v         (3.5) 

 

in which the velocity vector, V is, 2 1[ , , ]
3 3

d d dw
x x

dt dt dt

ψ ψ
=V  

 
For the special case of free vibrations: i.e., over one natural period of vibration for mode 
number “n” and integrating over the thickness of the plate, T reduces to  
 

]2)2
2

2
1(3

12
1[

2
1 whhnT ++= ψψωρ       (3.6) 

 
The first term in equation (3.6) represents the rotary inertia due to the rotations 1ψ  and 

2ψ  along the x and y-axes, and the second term is the translation / transverse inertia due 
to the displacement w along the z-axis. 
 
The defect energy parameter for detection can then be formed as two components of 
“forces”; i.e., 
 
 dsm

s
PlPFxF )2111(1 ∫ +=≡                                                            

dsm
s

PlPFyF )2212(2 ∫ +=≡                                                            

 
Where l and m are the direction cosines of the unit normal to “ds”, and S is the length of 
the perimeter curve surrounding an area of the plate middle surface, the terms P11, P12, 
P21 and P22 are given as, 

(3.7) 

NASA/CR—2002-211685 19



P11 )1
2

12
1

11()(
dx
dwQ

dx

d
M

dx

d
MTW ++--=

yy

P21 )2
2

22
1

12(
dx
dwQ

dx

d
M

dx

d
M ++-=

yy

P12 )1
2

12
1

11(
dy
dwQ

dy

d
M

dy

d
M ++-=

yy

P22 )2
2

22
1

12()(
dy
dwQ

dy

d
M

dy

d
MTW ++--=

yy

 In the absence of any “defects” in the plate structure, the associated forces in
Eq. (3.7) must be zero and equivalently this will lead to the following condition:

Divergence of tensor 0P= (3.9)

The above “proof” will serve to facilitate the understanding of the abstract,
“mathematically-intriguing” nature of the damage parameter components.  Note that,
the formal derivation of the proper expression for such damage parameters requires the
study of the variational symmetry of complex structures governed by coupled systems
of partial differential equations.  Using the language of “finite-strain” analysis, one then
considers the inverse motion of the structure i.e., variations in material space while the
present deformed state remain unchanged.

Note, from Eqs. (3.7) to (3.9), that all fields (i.e., displacements, rotations,
strains and curvatures) are the basic parameters that convey damage information.
According to the defect energy point of view, these parameters are correlated and
contribution from each one of them makes the information about damage complete and
clear.  One can certainly envision several reductions/changes in response due to the
defect energy equation, e.g., to give changes in natural frequency or some other
single/isolated quantities (related to the corresponding mode shapes) by making some
assumptions and approximations.  Though useful in some cases, the ensuing detection
indices will certainly be limited in their scope for general applications.  However, if
there are no approximations, all the individual contributions, such as natural frequency,
stresses, strains, deformations, bending and shear forces, etc. interact in a very complex
manner with their respective different weights and degrees of participation on a
particular excitation to produce the final damage index.  It is this latter, more
comprehensive, viewpoint that is adopted here.

(3.8)
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3.4  Generalizations

With the above in mind, one can obtain the necessary expressions required for
the analysis of other structural vibration modes; e.g. the membrane/in plane counterpart.
In fact, a more effective approach is to consider the combined flexure/membrane
formulation as in the case of general, spatially curved shells.  This indeed was the case
considered in the implementation completed for the purpose of the feasibility study for
the damage-detection-scheme.

In particular, the details of the formulation utilized here as a basis for the
numerical simulations are given in [54]; i.e., for general mixed-type, shell finite
elements.  In the sequel, only a very brief outline of the schemes will be given.  As to
the simulation of damage scenarios, the simplest types of defects have been considered;
i.e., in the form of “elastic” material-stiffness-degradation.  Note that this approach has
also been the most popular approach in the existing literature on fault detection.  Of
course, further generalization to more complex types of dissipative damage/defect
phenomena should be straightforward, both conceptually as well as mathematically.

3.5  Background on Simulation

Theoretical development of the damage index is based on the shear flexible
theory of Mindlin / Reissner [49].  This theory includes rotary inertia and shear in the
same manner as Timoshenko’s [51] one-dimensional theory of bars.

Depending upon the treatment of the effect of transverse shear deformation, the
existing plate bending elements may be divided into two groups: one based on
Kirchhoff plate theory and the other on Mindlin Plate theory.  In the formulation
according to Kirchhoff, finite elements derived from the principle of virtual work or the
principle of minimum total potential energy must satisfy the C1 compatibility across
element boundaries.  On the other hand, the Mindlin plate formulation, that includes the
effect of transverse shear deformation, the C1 compatibility is not required, even an
element derived from the principle of minimum total potential energy.  In addition, a
Mindlin plate-bending element can be easily extended to a degenerate type shell
element, with curved geometry.  But unfortunately Mindlin plate bending elements have
a tendency to lock as the thickness of the plate becomes very small.  Therefore, in
formulating a Mindlin plate-bending element, special care must be taken to eliminate
locking.  A similar locking effect has been discussed by Hinton et al. [52].

The development of suitable finite element models for linear and nonlinear
analysis of plates and shells has always presented a major challenge, due to the many
theoretical intricacies involved.  To overcome such intricacies, Saleeb et al. [53]
developed a simple, shear flexible, quadrilateral plate element, designated as HMPL5.
To predict the capabilities of the damage index, this quadrilateral plate element has been
used for the present computer simulations.  This element has five nodes, with three
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displacements and two rotations at each node.  The interior fifth node is located at the 
geometrical centroid of the element.  As Mindlin plate theory accounts for transverse 
shear in addition to bending deformation, this shear flexible quadrilateral plate element 
is valid for thin as well as thick plates. 
 
 

3.6  Outlines for Shell Modeling in Numerical Simulations 
 
Based on a modified Hellinger-Reissner variational principle, where both 

displacement and strain fields are assumed independent, Saleeb et al. [50, 53, 54] 
developed an effective 5-node shell element, designated as HMSH5.  HMSH5 is 
primarily used for damage numerical simulation.  Five degrees of freedom are defined 
at each nodal point, that is, three translations (u, v, w) along the Cartesian global axes 
and two rotations (θ1, θ2) about mutually-perpendicular lamina coordinates.  In total the 
HMSH5 element has 25 DOF.  In finite element descretizations using element type 
HMSH5, the displacements are interpolated in terms of nodal degrees of freedom and 
can be written as  

 
qNu =                   (3.10) 

 
where N is the interpolation matrix and q is the vector of nodal displacements of the 
element where 
 

q = [u1, v1, w1, θ1
(1) , θ2

(1), …………, u5, v5, w5, θ1
(5) , θ2

(5)]T           (3.11) 
 

in which the superscript T denotes transpose of a matrix.  Consequently, the 
acceleration field, u�� , within the element is interpolated in terms of nodal acceleration as 
 

qNu ���� =                   (3.12) 
 

 While strains ε are approximated in terms of a strain parameter β, as 
 
 βε P=                    (3.13) 
 
where β has 19 terms, among which seven terms that belong to the ‘membrane’ lamina 
strains (constant through thickness) and 12 terms are included in the combined bending 
part.  In the combined bending portion, five terms are the transverse shear strain 
components.  P is a (5×19) strain-interpolation matrix for element lamina strains.  In 
general, the entries in P are polynomial functions of natural coordinates.  By utilizing 
Eqs. (3.10) and  (3.13), the Hellinger-Reissner functional π R can be written as  
 
 π R qGHqMq TTT βββ +−= 2

1�� - Wext                   (3.14) 
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where

DPPH
v

TÚÚÚÚ==== dv, l

v

T BDPG ÚÚÚÚ==== dv , ÚÚÚÚ====
v

T NNM r dv

In the above, D is the elastic stiffness matrix, Bl is local strain displacement
matrix and Wext is the external work done.  Invoking the stationarity of Eq. (3.14) with
respect to strain yields bbbb in terms of q

qGH 1-=bbbb           (3.15)

which is used to eliminate the strain parameters on the element level.  Finally
substituting Eq. (3.15) into (3.14) results in

p R qKqqMq TT
2
1++++==== && -Wext           (3.16)

where the stiffness matrix for the hybrid/mixed element is given by

GHGK T 1-=           (3.17)

Once the stiffness and mass matrices are assembled for the entire shell, the
equilibrium equation can be obtained as

0qKqM =+&&           (3.18)

which leads to the standard generalized eigen-problem to be solved for, w and the

corresponding eigen-vector, f; e.g., subspace iteration (Bathe [55])

0MK 2 =- ffffwwww )(           (3.19)

3.7  Damage Scenario

When damage develops, the effective properties of the material in the damaged
area of the structure are changed.  Changes in the material properties may take the form
of the modification of the elastic stiffness as well as the damping coefficient damaged
region, when considering the vibration behavior.  Here a thin plate was chosen to
provide the flexural vibration signatures required in the presented simulations for
damage detection using the defect energy parameter.

For each plate, several damage scenarios are imposed.  These can be a single or
multiple damage locations that may be imposed at points inside (or on the boundaries)

NASA/CR—2002-211685 23



the domain in the plate.  For each damage location, different levels severities of severity
may be imposed.  Damage severity is represented by the percentage reduction of the
plate bending rigidities, as well as shear rigidities.  Throughout this report, the percent
of damage is defined as that specific percent reduction of Young’s modulus (E) at the
specified damage inflicted regions.  Other material properties, such as cross-section,
thickness, mass and density remain intact.

3.8  Overall Simulation Case Study

As alluded to previously, only cases involving flexural responses of the
simulated plates are considered here.  Both dynamic (free vibrations) and static loading
cases are treated.  For the inflicted damage scenarios, we have considered two basic
configurations of stiffness reductions, for both single and multiple locations.  The first
corresponds to a case of localized (point-like) defect in one small element of the mesh
utilized, whereas in the second configuration we studies the effect of a more
“distributed” type of damage at each site; i.e., reduced elastic modulus in a patch of
elements.

For the presentation of results in each case, we have adopted the following
formats, for visualizations and subsequent pattern recognitions.  That is we show,
spatial distribution on the two dimensional space of plate surface of both intensity
(magnitude of components) as well as vector-type flow fields associated with the
utilized damage detection parameter.  To this end, we employ the nodal points of the
finite element mesh/grid as the counterparts of sensor (experimental measurement)
locations, e.g., leading to the very dense case when full field experiments are available
(as in results of Chapter V) or the relative coarse case (as in results of Chapter IV).  In
addition, when interpreting the plots of vector fields, the convention is adopted that the
observer is situated inside the element concerned, i.e., for a true damage in this latter
element, the vectors at the boundary nodes of this element will all point outward
implying that if allowed to relocate these boundary nodes moving in the direction of the
respective (outward) force vectors will lead to increased defect areas; i.e., direction of
more dissipations.

3.8.1  Dynamic Loading Case (Modal Analysis)

The material properties, geometric dimensions and location of the boundary
conditions of the plate are shown in Fig. 3.1.  The mode shapes for a square plate for a
fixed – fixed and simply supported condition are shown in Fig. 3.2 and Fig. 3.3
respectively.  The comparison of the change in frequencies “healthy”/undamaged
structure for the various mode shapes and mesh dimensions are shown in Table 3.1.
Figure 3.4 shows the location of the patch or the patch group that has undergone
damage.  An organization chart illustrating the different cases that were first attempted
and thereon continued is shown in Fig. 3.5 for the plate damage (decrease in stiffness).
For the cases that were considered for the increased stiffness (denoted in the following
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as the positive “false alarm”), Fig. 3.6, only the case with the 32 ¥ 32 case is presented

in detailed here.  Associated results for all the dynamic cases reported are shown in
Figs. 3.7 to 3.32.

Some important remarks regarding the above program selected for this present
study are in order here.  First Fig. 3.5, (the organization chart for the simulation cases),
the mesh-sizes chosen; i.e., starting from an 8 ¥ 8, going to 16 ¥ 16 and finally to a 32 ¥
32 mesh, was mainly inspired by the experimental setting adopted in the in-house tests
conducted by the sponsoring agency, NASA Glenn Research Center.  In these latter
experiments, only a coarse sensor network with 8 ¥ 8 grids was utilized because of the

physical limitations on the test object size and the overlapping of accelerometers
attached.  Therefore, all the mesh sizes considered were in order of a multiple of the 8 ¥
8 mesh such that once the data from the experiments were obtained they could be easily
superimposed / mapped to the finer mesh (32 ¥ 32) nodal points for plotting purpose.

Various case studies showing the locations of the “patch” (defect / damage
zones) are shown for “idealized” experimental data, i.e., assuming that all the response
values (e.g., vertical deflection and two rotations at each point) of the structure are
being measured.  As regards to the infliction of damage, a reduction of the elastic
modulus E by 20%, for various locations on the plate, consists of four cases for each of
the boundary conditions was considered.  The term “patch” in the following case would
mean a single element from a 32 ¥ 32 mesh being damaged.  A “patch group” would

mean a number of elements adjacent to each other being damaged in a 32 ¥ 32 element

mesh forming a block which is equivalent to the single element in the 8 ¥ 8 mesh

(Fig. 3.4).  Cases such as a single or a multiple patch and a single or a multiple patch
group have been simulated to understand the effects on the corresponding damage
pattern.  The damage pattern was displayed using two basic viewing techniques, the un-
smoothened (raw) spatial distribution of the intensity (magnitudes) of the components
of defect energy parameter and the energy vector flow field plots.  These are shown
from Figs. 3.7 – 3.22 where the mesh plots show the intensity (scalar magnitudes) of
defect energy force parameter in terms of individual F1, F2 components and their
resultant F component formats as the first, second and the third column plots.

Included along with the above mesh plots, the energy vector fields showing the
overall distributions and a “zoomed” detailing near the precise the damage location in
each example are also presented for each of the cases.  The energy vector field flow
phenomenon basically illustrates how the energy that is stored in a body is dissipated
due to increased damages / defects.  It is always found that these vectors point from a
lower energy / weaker region to a higher energy / stronger region.  Here the weaker and
stronger descriptions refer to the damaged (cracked / loss of stiffness) and the “healthy”
intact part of the plate.  It is therefore, observed that there is always an outward flow of
vectors away from the region of true damage towards the healthier portion.  Indeed, it is
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only with such dual viewing techniques, i.e., spatial distribution of damage parameter,
energy vector fields and the contour intensity plots, that one is able to extract useful
damage-sensitive features with an eye towards establishing a pattern recognition
paradigm.

In this connection, a vivid case to the point concerns the “false alarm” test case
included in the chart of Fig. 3.6.  Here, referring to the associated plots in Figs. 3.23 –
3.30, it is seen that reliance only on the intensity (magnitude) plots can be misleading in
that spurious spikes (similar to those in the true damage cases of Figs. 3.7 to 3.22) are
still obtained here.  However, combined with the vector field directional plots in Figs.
3.24, 3.26 and 3.28, once an easily see that the directions of these vectors are all
opposite to those pertinent to the true damage cases (e.g., compare with Figs. 3.8, 3.10,
3.12, 3.16, 3.18, 3.20 and 3.22).

Finally, as a prelude to the studies reported in the next chapter (Chapter IV) we
have also included a case simulating the effect of incompleteness in the experimental
data.  In this case, we consider a single patch group being damaged in a 32 ¥ 32 mesh

(Fig. 3.4) with the frequency, modal displacements and rotations being calculated as in
the idealized case (refined mesh).  The modal frequency and displacements only for a
“healthy” and the damaged (with loss of stiffness) structures corresponding to 8 ¥ 8

mesh were then extracted from these previous results and subsequently applied as
measurements, i.e., as if no rotations and no displacements at the other intermediate
points were supplied.  This is similar to the NASA experimental set-up using only
vertical displacement accelerometers at only 49, as shown in Figs. 3.31 to 3.32.
Although some deterioration in accuracy is certainly obvious in the results of the
present damageædetectionæcode (DDC), the results are still quantitatively good.

Considering the rather incomplete (both in content and space) nature of the data
supplied here.  On the other hand (although not shown here), a similar exercise, but only
lacking in rotational DOF measurements; i.e., employing full field displacements as in
the Electronic speckle pattern interferometry (ESPI) of Chapter V, indicated very
favorable results; i.e., with no discernable decrease in accuracy.
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Fig. 3.1: Geometric Dimensions and Material Properties of the Plate
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Fig. 3.2: Mode Shapes for Fixed - Fixed Plate
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Fig. 3.3: Mode Shapes for Simply Supported Plate
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Table 3.1: Frequencies of free vibration of various mode shapes for a healthy
(undamaged plate) for various mesh size

Fixed - Fixed Plate Simply - Supported Plate
8 ¥ 8 16 ¥ 16 32 ¥ 32 8 ¥ 8 16 ¥ 16 32 ¥ 32

Eigenvalues       
Mode 1 1.78E+04 1.79E+04 1.82E+04 3.41E+03 3.37E+03 3.36E+03
Mode 2 2.52E+04 2.54E+04 2.67E+04 9.53E+03 9.44E+03 9.43E+03
Mode 3 6.86E+04 6.88E+04 7.03E+04 4.94E+04 4.89E+04 4.88E+04
Mode 4 1.36E+05 1.98E+05 1.45E+05 5.82E+04 5.57E+04 5.51E+04
Mode 5 1.64E+05 1.67E+05 1.94E+05 8.53E+04 8.01E+04 7.93E+04
Mode 6 2.31E+05 2.32E+05 2.46E+05 1.87E+05 1.82E+05 1.81E+05

       
Frequency (in rad/sec)       

Mode 1 133.51 133.78 134.81 58.41 58.08 58.00
Mode 2 158.87 159.28 163.25 97.63 97.14 97.09
Mode 3 262.01 262.31 265.09 222.17 221.03 220.92
Mode 4 368.98 444.65 380.40 241.14 236.09 234.83
Mode 5 404.73 408.88 440.52 291.98 282.98 281.52
Mode 6 480.19 482.12 495.93 432.74 426.58 425.39

       
Frequency in (Hz)       

Mode 1 21.46 21.29 21.25 9.30 9.24 9.23
Mode 2 25.98 25.36 25.29 15.54 15.46 15.45
Mode 3 42.19 41.76 41.70 35.36 35.18 35.16
Mode 4 60.54 59.10 58.72 38.38 37.58 37.37
Mode 5 70.11 65.10 64.41 46.47 45.04 44.80
Mode 6 78.93 76.79 76.42 68.87 67.89 67.70
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Patch location of a single and multiple damage sites

Patch group locations of a single and multiple damage sites corresponding to an
8 ¥ 8 mesh

Fig. 3.4: Schematic Diagram of the location of the patch or patch group for the single or
multiple damage cases with the opposite edges either fixed – fixed or simply supported.
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PLATE UNDERGOING FREE FLEXURAL VIBRATION

FIXED - FIXED
CONDITION

SIMPLY SUPPORTED
CONDITION

8 x 8 16 x 16 32 x 32 8 x 8 16 x 16 32 x 32

Case I: Single Patch Damage Location

Case II: Multiple Patch Damage Location

Case III: Single Patch Group Damage
Location

Case IV: Multiple Patch Group Damage
Location

Case V: Single Patch Damage Location

Case VI: Multiple Patch Damage Location

Case VII: Single Patch Group Damage
Location

Case VIII: Multiple Patch Group Damage
Location

Fig. 3.5 Organization chart of the various mesh sizes and case scenarios of damage

PLATE UNDERGOING FREE FLEXURAL VIBRATION
FOR "POSITIVE FALSE ALARM" (INCREASED

STIFFNESS OF PATCH)

FIXED - FIXED
CONDITION

SIMPLY SUPPORTED
CONDITION

8 x 8 16 x 16 32 x 32 8 x 8 16 x 16 32 x 32

Case IX: Single Patch Damage Location

Case X: Multiple Patch Damage Location

Case XI: Single Patch Damage Location

Case XII: Multiple Patch Damage Location

Fig. 3.6: Organization of the case scenarios having the positive false alarm (increase in
stiffness)

NASA/CR—2002-211685 31



∑ Mode 1:
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∑ Mode 4:
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0.02 

Fig. 3.7: Case I: - Spatial Distribution of the Defect Energy Force Parameter showing
(for each mode) the F1, F2 and F (resultant) Force Diagrams (columns 1, 2 and 3) for
single patch damage with fixed – fixed boundary conditions.
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∑  Mode 1:

 

 

∑ Mode 2:

∑ Mode 3:

∑ Mode 4:

Fig. 3.8: Case I: - Energy Vector Field Diagram for the damaged plate with overall and
zoomed plots for single patch damaged with fixed - fixed boundary conditions.
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∑ Mode 1:

   

-0.0010 
-0.0005 
0.0000 
0.0005 
0.0010 

∑ Mode 2:

    

-0.0015 
-0.0010 
-0.0005 
0.0000 
0.0005 
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∑ Mode 4:
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Fig. 3.9: Case II: - Spatial Distribution of the Defect Energy Force Parameter showing
(for each mode) the F1, F2 and F (resultant) Force Diagrams (columns 1, 2 and 3) for
multiple patch damage with fixed – fixed boundary condition.
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∑ Mode 1:

∑ Mode 2:

∑ Mode 3:

∑ Mode 4:

Fig. 3.10: Case II: - Energy Vector Field Diagram for the damaged plate with overall
and zoomed plots for multiple patch damage with fixed – fixed boundary condition.
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∑ Mode 1:

    

-0.0015 
-0.0010 
-0.0005 
0.0000 
0.0005 
0.0010 
0.0015 

∑ Mode 2:

   

-0.0015 
-0.0010 
-0.0005 
0.0000 
0.0005 
0.0010 
0.0015 

∑ Mode 3:
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0.004 
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Fig. 3.11: Case III: - Spatial Distribution of the Defect Energy Force Parameter showing
(for each mode) the F1, F2 and F (resultant) Force Diagrams (columns 1, 2 and 3) for
single location of patch group damage with fixed – fixed boundary condition.
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∑ Mode 1:

∑ Mode 2:

∑ Mode 3:

∑ Mode 4:

Fig. 3.12: Case III: - Energy Vector Field Diagram for the damaged plate with overall
and zoomed plots for single location of patch group damage with fixed – fixed
boundary condition.
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∑ Mode 1:

     

-0.002 
-0.001 
0.000 
0.001 
0.002 

∑ Mode 2:

    

-0.002 
-0.001 
0.000 
0.001 
0.002 

∑ Mode 3:

     

-0.006 
-0.004 
-0.002 
0.000 
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Fig. 3.13: Case IV: - Spatial Distribution of the Defect Energy Force Parameter
showing (for each mode) the F1, F2 and F (resultant) Force Diagrams (columns 1, 2
and 3) for multiple blocks damaged with fixed – fixed boundary condition.
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∑ Mode 1: ∑        Mode 2:

∑ Mode 3: ∑       Mode 4:

Fig. 3.14: Case IV: - Energy Vector Field Diagram for the damaged plate with plots for
multiple location of patch group damaged with fixed – fixed boundary condition.
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∑ Mode 1:

    

-0.0006 
-0.0004 
-0.0002 
0.0000 
0.0002 
0.0004 
0.0006 

∑ Mode 2:

       

-0.0008 
-0.0006 
-0.0004 
-0.0002 
0.0000 
0.0002 
0.0004 
0.0006 
0.0008 

∑ Mode 3

     

-0.004 
-0.002 
0.000 
0.002 
0.004 

∑ Mode 4

       

-0.010 
-0.005 
0.000 
0.005 
0.010 

Fig. 3.15: Case V: - Spatial Distribution of the Defect Energy Force Parameter showing
(for each mode) the F1, F2 and F (resultant) Force Diagrams (columns 1, 2 and 3) for
single patch damage with simply supported boundary conditions.
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Mode 1:

∑ Mode 2:

∑ Mode 3:

∑ Mode 4:

Fig. 3.16: Case V: - Energy Vector Field Diagram for the damaged plate with overall
and zoomed plots for single patch damage with simply supported boundary conditions.
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∑ Mode 1:
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Fig. 3.17: Case VI: - Spatial Distribution of the Defect Energy Force Parameter showing
(for each mode) the F1, F2 and F (resultant) Force Diagrams (columns 1, 2 and 3) for
multiple location of patch damages with simply supported boundary condition.
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∑ Mode 1:

∑ Mode 2:

∑ Mode 3:

∑ Mode 4:

Fig. 3.18: Case VI: - Energy Vector Field Diagram for the damaged plate with overall
and zoomed plots for multiple location of patch damages with simply supported
boundary condition.
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∑ Mode 1:
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∑ Mode 3:
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Fig. 3.19: Case VII: - Spatial Distribution of the Defect Energy Force Parameter
showing (for each mode) the F1, F2 and F (resultant) Force Diagrams (columns 1, 2 and
3) for single location of patch group damage with simply supported boundary condition.
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∑ Mode 1:

∑ Mode 2:

∑ Mode 3:

∑ Mode 4:

Fig. 3.20: Case VII: - Energy Vector Field Diagram for the damaged plate with overall
and zoomed plots for single location of patch damage with simply supported boundary
condition.
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∑ Mode 1:
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∑ Mode 3:
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Fig. 3.21: Case VIII: - Spatial Distribution of the Defect Energy Force Parameter
showing (for each mode) the F1, F2 and F (resultant) Force Diagrams (columns 1, 2 and
3) for multiple locations of patch group damaged with simply supported boundary
condition.
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∑ Mode 1:      ∑ Mode 2:

∑ Mode 3:      ∑ Mode 4

Fig. 3.22: Case VIII: - Energy Vector Field Diagram for the damaged plate with plots
for multiple locations of patch group damage with simply supported boundary
condition.
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∑ Mode 1:
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Fig. 3.23: Case IX: - Spatial Distribution of the Defect Energy Force Parameter showing
(for each mode) the F1, F2 and F (resultant) Force Diagrams (columns 1, 2 and 3) for
single location of patch with increased stiffness (strengthening) for fixed – fixed
boundary condition.

NASA/CR—2002-211685 48



∑ Mode 1: ∑     Mode 2:

∑ Mode 3: ∑     Mode 4:

Fig. 3.24: Case IX: - Energy Vector Field Diagram for the strengthened plate with plots
for single location of patch damaged with fixed - fixed boundary conditions.
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∑ Mode 1:
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Fig. 3.25: Case X: - Spatial Distribution of the Defect Energy Force Parameter showing
(for each mode) the F1, F2 and F (resultant) Force Diagrams (columns 1, 2 and 3) for
single location of patch group with increased stiffness (strengthening) for fixed – fixed
boundary condition.
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∑ Mode 1: ∑     Mode 2:

∑ Mode 3: ∑     Mode 4:

Fig. 3.26: Case X: - Energy Vector Field Diagram for the strengthened plate with plots
for single location of patch group with fixed – fixed boundary condition.
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∑ Mode 1:

     

-0.004 
-0.002 
0.000 
0.002 
0.004 

∑ Mode 2:

       

-0.0006 
-0.0004 
-0.0002 
0.0000 
0.0002 
0.0004 
0.0006 

∑ Mode 3:

     

-0.004 
-0.002 
0.000 
0.002 
0.004 

∑ Mode 4:

         

-0.008 
-0.006 
-0.004 
-0.002 
0.000 
0.002 
0.004 
0.006 
0.008 

Fig. 3.27: Case XI: - Spatial Distribution of the Defect Energy Force Parameter showing
(for each mode) the F1, F2 and F (resultant) Force Diagrams (columns 1, 2 and 3) for
single location of patch with increased stiffness (strengthening) for simply supported
boundary condition.
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∑ Mode 1: ∑     Mode 2:

∑ Mode 3: ∑     Mode 4:

Fig. 3.28: Case XI: - Energy Vector Field Diagram for the strengthened plate with plots
for single location of patch with simply supported boundary conditions.
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∑ Mode 1:
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∑ Mode 3:

      

-0.003 
-0.002 
-0.001 
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Fig. 3.29: Case XII: - Spatial Distribution of the Defect Energy Force Parameter
showing (for each mode) the F1, F2 and F (resultant) Force Diagrams (columns 1, 2 and
3) for single location of patch with increased stiffness (strengthening) for simply
supported boundary condition.
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∑ Mode 1: ∑     Mode 2:

∑ Mode 3: ∑     Mode 4:

Fig. 3.30: Case XII: - Energy Vector Field Diagram for the strengthened plate with plots
for single location of patch group with simply supported boundary conditions.

NASA/CR—2002-211685 55



∑ Mode 1:
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Fig. 3.31: Spatial Distribution of the Defect Energy Force Parameter showing (for each
mode) the F1, F2 and F (resultant) Force Diagrams (columns 1, 2 and 3) for single
location of patch group damage with fixed – fixed boundary condition and incomplete
data.
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∑ Mode 1:      ∑ Mode 2:

∑ Mode 3:      ∑ Mode 4:

Fig. 3.32: Energy Vector Field Diagram for the damaged plate with overall plots for
single location of patch group damage with fixed – fixed boundary condition and
incomplete data.
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3.8.2  Static Loading Case

Referring to the same boundary conditions, material properties and geometric
dimensions of the plate as given in Fig. 3.1, concentrated loads were applied and the
Energy Vector Field Diagrams were plotted for the various statical test cases studied for
both the reduced and increased modulus of elasticity.  These include the following
examples:

∑∑∑∑ Case I: Fixed – Fixed Plate with small area of single damage location at (15.47,

6.53) from the origin.  Fig. 3.28 shows the plot for the mesh for the damaged plate with
1000 unit concentrated loading.

∑∑∑∑ Case II: Fixed – Fixed Plate with large (block) area of single damage location at

(15.125, 6.875) from the origin.  Fig. 3.29 shows the plot for the mesh for the damaged
plate with 1000 unit concentrated loading.

∑∑∑∑ Case III: Fixed – Fixed Plate with small area of single damage location at

(15.47, 6.53) from the origin.  Fig. 3.30 shows the plot for the mesh for the damaged
plate with 1000 unit concentrated loading and increased modulus of elasticity.

As can be seen in Figs. 3.33 – 3.35, similar patterns as shown in the dynamics
case, also exist here.  In particular, only near the inflicted regions are the magnitudes of
damage parameters significant, and directions for the false – alarm cases are opposite to
the true damage scenarios.

Fig. 3.33: Energy Vector Field Diagram for the damaged plate with overall and zoomed
plots for single element statical loading damaged with fixed - fixed boundary conditions
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Fig. 3.34: Energy Vector Field Diagram for the damaged plate with overall and zoomed
plots for Large (block) area of elements with statical loading damaged with fixed - fixed
boundary conditions

Fig. 3.35:Energy Vector Field Diagram for the damaged plate with overall and zoomed
plots for single element damaged with statical loading, increased modulus of elasticity
and fixed - fixed boundary conditions

3.9  Conclusion

Considering the cases for true inflected damages in the dynamics of free
vibration, the defect energy force intensity plots were consistent with the Energy Vector
Field Diagrams for the first three modes.  As the mode numbers increased, the accuracy
of mesh diagram showing the spatial distribution of the intensity of the defect energy
force somewhat deteriorated exhibiting results are a bit noisy.  This was in total contrast
when compared with the energy vector field diagrams, wherein the energy flow pin -
pointed exactly the area of the damage.  However, when considering also the possibility
of false – alarm testing, it has been clearly demonstrated that only the simultaneous use
of the dual representation in tandems, i.e., both magnitudes and directional properties,
will lend to a successful damage detection and localization strategy.  This will confirm
further for the statical loading cases where excellent results were again obtained from
the vector field plots.
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It has been emphasized that there is always an inherent directional property for
the flow of energy dissipation in the system.  In other words, a crack leading to a
deterioration/reduction in the material properties, will result in vectors flowing from the
weaker (cracked) region to the stronger (undamaged) part.  Similarly, a false – alarm in
the form of a thickening or stiffening of the structure would cause these vector
directions to completely reverse.  Therefore, the severe limitations of many existing
detection schemes of scalar type (relying only on intensity/magnitudes) will be
eliminated entirely.

Finally, anticipating the incompleteness of the experimental data (e.g., as
provided from the experiments conducted at NASA Glenn Research Center), the DDC
was modified.  To operate with a truncated set of data having no rotational DOF and
with only a rather coarse network of sensors for the vertical translations.  Even in these
more difficult cases, the alternative dual representations of intensity and vector field
plots have proved quite robust, i.e., in predicting quite accurately the locations of
inflected damages.

4.0  EXPERIMENTAL VERIFICATIONææææCONVENTIONAL MEASURING
MODAL TESTING WITH ACCELEROMETER IN A

COARSE – SENSOR NETWORK

4.1  Introduction

Damage detection is a challenging problem that is under vigorous investigation
by numerous research groups using a variety of analytical and experimental techniques.
The structural geometry, material properties, boundary conditions and topology of the
test structure, etc. all influence the choice of a suitable method for damage detection.
The damage detection procedure for a structure depends upon the level and extent of
damage, available knowledge concerning the ambient dynamic environment,
sophistication of available computing resources, complexity of the detection scheme,
selected threshold level for detecting perturbations in the system condition and depth of
knowledge concerning the failure modes of the structure.

One of the most important criterion to be fulfilled in any damage detection
method based on a theoretical/computational model is the robustness of the method to a
real life laboratory setup.  The effectiveness of the method in consideration will be
assessed based on its ability to determine the location of damage when provided with
the experimental measurements (e.g., strains, deflections and rotations) and accounting
for the various environmental factors and human errors.
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4.2  Background About the Experiments

The experimental results reported here were obtained by NASA (National
Aeronautics and Space Administration) Glenn Research Center, as a part of a test
program aiming at the assessment of merits and/or limitations of various experimental
alternatives used in conjunction with global detection based on mechanical response
measurements.  This part was conducted under the supervision of S.M. Arnold, Life
Prediction Branch and Sergey Samorezov, Structural Dynamics Laboratory.  More
specifically, three experiments with varying degree of damage were provided.  These
experiments were of the free vibration mode type with the boundary conditions of the
structure (square plate) being fixed (clamped) and free on each of its two opposite sides.
The “fixed” boundary conditions were experimentally approximated by high-tension
bolted connections, see Fig. 4.1.  The data for each test specimen is termed a “Set”, i.e.,
data for the first, second and third experiments were termed “Set1”, “Set 2” and “Set3”
respectively.

Each set as shown in Fig. 4.2, was divided into states “X”, “Y” and “Z” each of
these states is represented by a pair of experiments assessing the structural condition of
the specimen at a given time.  Two experiments for each state were conducted to
minimize the effect of data noise caused by environmental, machine and human factors.
As provided to us, the unknown “damage” state in a given specimen may or may not
have changed between states.  Each state “X” contains data for experiment “Xa” and
“Xb”, “Y” contains data for experiment “Ya” and “Yb”, “Z” contains the data for
experiment “Za” and “Zb”, note that there was absolutely no change in the specimen
during the same sub-set of a given state.  Damage may or may not have been inflicted
on the specimen between states “X” and “Y” and between states “Y” and “Z”.  The “X”
state of an experimental set was the baseline or the “healthy” plate experiment.  The
Damage Detection Code (DDC) was always executed with the “X” versus the “Y” state
and the “X” versus the “Z” state.  The main objective in the present exercise is to
predict the potential sites of inflected damage (if any).

Date, time and the temperature of the laboratory were all recorded during each
of the experiments.  Subsequent to submittal of our “predictions”, further details on the
experiments were provided to us for more detailed reporting purposes.  This includes
the size of damage (holes drilled through the plate) and some of their respective
locations was all measured and are shown in Fig. 4.5.
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 - Accelerometers

 - Simply Supported (Really Fixed)

Fig. 4.1: Experimental Plate at NASA Glenn showing the clamping, the location of the
accelerometer and geometry of the plate.
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4.3  Experimental Setup

A 22-inch (in nominal size) square, INCONEL 718, plate supported on two
opposite edges and free on the other edges was subjected to a random excitation of
0.032g RMS (root mean square) with a frequency content of 10 – 500 Hz.  Forty–nine
PCB 333A32 accelerometers were used to measure the vertical displacement of the
plate and no rotations.  These accelerometers were all within standard calibration
marked and numbered as shown in Fig. 4.1.  The origin of all measuring points being
taken at the lower left hand corner of the plate.  Fig. 4.3 shows a close up view of the
undamaged plate with all the accelerometers attached.  Initially, the fixture was
designed to be with simple support conditions but due to the thinness of the pate it
experienced more like a fixed boundary condition.

All data was acquired using the software package IDEAS developed by SDRC
(Structural Dynamics Research Corporation).  Random excitation was imposed via an
electro-dynamic shaker table (LING 4022) with 0.032g RMS force.  Time response data
was collected and then post processed using IDEAS to obtain the frequency response
functions (FRF) per location and the corresponding mode shapes.  Repeated
measurements were taken using the undamaged plate during a series of loosening and
retightening of the supports in an effort to achieve some repeatability of results.  There
was always a drift in the frequency and mode shape measurements and this was never
specifically determined.

The damage inflicted to the plate was in the form of holes of varying sizes from
0.125 in. to 1.6875 in. diameter with the smaller ones achieved through the use of a
standard metal drill bit and the larger sized holes were obtained using a screw–punch
device.  Due to the excessive levels of variability/noise in the measurement of data (as
documented in the forthcoming report [61] only the results of 1.125 in. and 1.6875 in.
diameter hole damage test results were provided.  In all there were 48 gages that were
placed on the plate such that they formed an 8 ¥ 8 mesh to only measure the modal

vertical displacements (no rotations).  These points were then superimposed/mapped to
the nodal points on a refined 32 ¥ 32 finite element mesh for processing the results.
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Fig. 4.3: Undamaged Plate with the accelerometers attached in the NASA Glenn
laboratory.

Fig. 4.4: Side view of the support conditions with the plate and the accelerometers
attached.
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(a) (b)

    (c)             (d)

Fig. 4.5: (a) 1.125-in. diameter hole (b) 1.375-in. diameter hole (c) 1.6875-in. diameter
hole (d) overall view of the damaged plate with the accelerometer attached.
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4.4  Processing the Data

The experimental data as obtained from NASA Glenn contained the modal
displacement, frequency, damping coefficient, etc., from the accelerometers attached to
the plate as shown in Fig. 4.1.  The experiments were a first attempt to pave the way for
in-house capabilities of measurement and data analysis for modal parameters,
displacements, frequencies, slopes, etc., at NASA Glenn.  For the damage detection
code (DDC), only the eigenvalue (frequency) and the normalized modal displacements
were used.  The entire process of calculating and running the DDC was automated using
the UNIX scripting language and dynamic file editing.  A flow-chart of the process is
shown in Fig. 4.2.

The raw experimental data sets for a given specimen state (e.g., “Xa” or “Xb”)
were searched for the missing accelerometer data.  This is to ensure that all the data for
the points shown in Fig. 4.1 present in “Xa” had to be present in “Xb” and vice versa.
If, due to some high noise or an error, the measurement data is deleted for a node, it will
also be deleted from the other file, this maintains consistency in finding the threshold
value as discussed below.  The pair of resulting data files were then normalized to the
maximum value of each file (Master).  Each file is also normalized based on the value
at the location of the maximum value in the other file of the pair (Slave).  This results in
four new files, for example, “Xa – master” and “Xb – Slave” and “Xb – master” and
“Xa – Slave” combinations.

The “Varsub” (variable substitution) routine uses these normalized files and
builds the boundary condition files and two DDC input files.  The DDC input files with
(“Xa – master” and “Xb – slave”) and (“Xb – master” and “Xa – slave”) combinations
prepared in this process were run through the DDC to obtain a threshold value from the
nodal damage forces.  The threshold value is the difference between the nodal damage
force values of the (“Xa – master and Xb – slave”) and (“Xb – master & Xa – slave”)
run of the DDC.  A file containing the average normalized accelerometer data is then
prepared from the normalized unique grid points of each master “Xa” and “Xb” such
that one experimental for state “X” file was obtained.  This file is then renormalized to
its maximum value.

The same steps as mentioned above were repeated for state “Y” (“Ya” and
“Yb”) and state “Z” (“Za” and “Zb”) resulting in a file containing averaged normalized
accelerometer data for states and their respective threshold values.  Since it was known
state “X” represented the “healthy” plate and the “Y” or “Z” states were possibly
damaged, the DDC was executed such that state “X” was considered as the reference
state.  The results obtained were then processed and are shown in the next article to
predict the damage.  This automated process was carried out for only the first three
modes since, as stated earlier; it was observed that the higher modes gave prohibitively
noisy results.
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RAW EXPERIMENTAL DATA

UNIQUE GRID POINTS

NORMALIZATION OF THE
EXPERIMENTS

VARIABLE SUBSTITUTION
(DYNAMIC EDITOR)

* CALCULATES TOTAL DATA POINTS
FROM UNIQUE GRID POINTS
* BOUNDARY CONDITION OF APPLIED
DISPLACEMENTS
* PREPARES INPUT OF HEALTHY AND
DAMAGED FILES FOR DDC RUN

RUN OF DAMAGE
DETECTION CODE (DDC)

CALCULATION OF
THRESHOLD VALUE AND
AVERAGE OF "a" AND "b"

EXPERIMENTS

RENORMALIZING THE
AVERAGED FILES FOR EACH

X, Y AND Z SUB-SETS

FINAL RUN OF DDC &
PROCESSING OF RESULTS

Fig. 4.6: Flowchart of the automated damage detection process.
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4.5  Processing the Results and Observations

The observations herein are of a descriptive nature as opposed to being precise
and quantitative.  This is due to the fact there is a lot of variability/noise in the measured
data.  The Tables 4.1, 4.2, 4.3 and 4.4 provides a summary of the data obtained for the
exact fixed-fixed plate and the different experimental sets that were conducted.
Adopting the methods detailed in Chapter III, the spatial distribution of the defect
energy force parameter and the energy vector field diagrams were plotted for each of
the experimental sets.  Conclusions were made after comparing both the energy vector
field diagrams and the spatial distribution of the defect energy parameter.  These are
summarized in the form of a schematic block diagram summarizing the level of
certainty and sites for possible damage.  For each individual Set I, II and III, assessment
of the level of noise was based on a restricted comparison of the two repeats of
reference measurements (e.g., “Xa” and “Xb”).

To provide some feel for the rather severe levels of variabilities and noises in the
above experimental results, we refer to some of the comparisons in Tables 4.2 to 4.4.
For instance, as it turns out Set I corresponds to a false alarm test but all the cases
indicated sizable reductions in the vibration frequencies in al the five vibration modes
reported.   Such a consistent and relatively – large reduction may certainly cause some
of the conventional detection schemes, using frequency data alone, to be trapped into
falsely detecting “damage”.   On the other hand, for the true damage in Set II for “Y”
and “Z” measurements relative to the reference in X of the same Set II, the artificial
increases in frequencies for readings of mode 4 and 5 in all columns Set II “Ya”, “Yb”,
“Za” and “Zb” will certainly prove very perplexing for these scalar (frequency-only)
detection methods.  The same confusing trends also existed in the readings of the true
multiple location damage cases of Table 4.4.  Furthermore, although certainly lacking in
terms of the size of experimental samples for any rational statistical analysis to be of
great value, some simple (regression/statistical noises) analyses of these data are given
in Appendix A.

At the end of processing each experimental Set, a conclusion with regard to the
damage location and amount was given and submitted to the NASA Glenn Research
Center.  The feedbacks received from them provided confirmation to the results and
observations.  For “Set 1”, it was observed that there was no exact damage to the plate
and was clearly seen of a case of false – alarm test case.  For Set II and Set III, the
predicted damage location was in very close proximity to the true location of inflected
damages in each case. Note that Set III actually uses a reference state “X” that by itself
included initial damage from the end of damage scenarios in Set II.  It has been shown
that the damage detection code, even with very noisy data, consistently predicted the
location of damage.
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Table 4.1: Exact frequencies and eigenvalues of the fixed - fixed plate.

Fixed - Fixed Plate
Frequency Eigenvalue

(Hz) (rad/sec)  

Mode 1 21.25 133.57 1.7840E+04
Mode 2 25.29 158.94 2.5261E+04
Mode 3 41.70 262.11 6.8702E+04
Mode 4 58.72 369.13 1.3625E+05

Mode 5 64.41 404.89 1.6394E+05

Table 4.2: Frequencies and eigenvalues of “Set 1”

Set 1 Xa Set 1 Xb
Frequency Eigenvalue Frequency Eigenvalue

(Hz) (rad/sec)  (Hz) (rad/sec)  

Mode 1 23.73 149.16 2.2249E+04 23.15 145.51 2.1174E+04
Mode 2 29.27 183.98 3.3850E+04 29.02 182.41 3.3274E+04
Mode 3 43.11 270.98 7.3429E+04 43.00 270.29 7.3054E+04
Mode 4 55.21 347.03 1.2043E+05 55.07 346.15 1.1982E+05

Mode 5 57.55 361.74 1.3086E+05 57.03 358.47 1.2850E+05

Set 1 Ya Set 1 Yb
Frequency Eigenvalue Frequency Eigenvalue

(Hz) (rad/sec)  (Hz) (rad/sec)  

Mode 1 22.67 142.50 2.0305E+04 22.38 140.67 1.9789E+04
Mode 2 28.36 178.26 3.1778E+04 28.28 177.76 3.1599E+04
Mode 3 42.79 268.97 7.2343E+04 42.71 268.46 7.2072E+04
Mode 4 54.08 339.93 1.1555E+05 53.72 337.67 1.1402E+05

Mode 5 56.69 356.34 1.2698E+05 56.58 355.65 1.2648E+05
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Table 4.3: Frequencies and eigenvalues of “Set 2”

Set 2 Xa Set 2 Xb
Frequency Eigenvalue Frequency Eigenvalue

(Hz) (rad/sec)  (Hz) (rad/sec)  

Mode 1 24.51 154.06 2.3735E+04 23.87 150.04 2.2512E+04
Mode 2 30.42 191.21 3.6562E+04 30.91 194.29 3.7749E+04
Mode 3 43.91 276.01 7.6179E+04 44.23 278.02 7.7294E+04
Mode 4 51.98 326.73 1.0675E+05 51.16 321.58 1.0341E+05

Mode 5 54.87 344.90 1.1895E+05 53.66 337.29 1.1377E+05

Set 2 Ya Set 2 Yb
Frequency Eigenvalue Frequency Eigenvalue

(Hz) (rad/sec)  (Hz) (rad/sec)  

Mode 1 23.26 146.21 2.1376E+04 23.25 146.14 2.1358E+04
Mode 2 29.71 186.75 3.4875E+04 29.74 186.94 3.4945E+04
Mode 3 43.70 274.69 7.5452E+04 43.73 274.87 7.5556E+04
Mode 4 52.94 332.77 1.1073E+05 52.88 332.39 1.1048E+05

Mode 5 55.26 347.35 1.2065E+05 55.12 346.47 1.2004E+05

Set 2 Za Set 2 Zb
Frequency Eigenvalue Frequency Eigenvalue

(Hz) (rad/sec)  (Hz) (rad/sec)  

Mode 1 23.73 149.16 2.2249E+04 23.15 145.51 2.1174E+04
Mode 2 29.27 183.98 3.3850E+04 29.02 182.41 3.3274E+04
Mode 3 43.11 270.98 7.3429E+04 43.00 270.29 7.3054E+04
Mode 4 55.21 347.03 1.2043E+05 55.07 346.15 1.1982E+05

Mode 5 57.55 361.74 1.3086E+05 57.03 358.47 1.2850E+05
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Table 4.4: Frequencies and eigenvalues of “Set 3”

Set 3 Xa Set 3 Xb
Frequency Eigenvalue Frequency Eigenvalue

(Hz) (rad/sec)  (Hz) (rad/sec)  

Mode 1 22.67 142.50 2.0305E+04 22.38 140.67 1.9789E+04
Mode 2 28.36 178.26 3.1778E+04 28.28 177.76 3.1599E+04
Mode 3 42.79 268.97 7.2343E+04 42.71 268.46 7.2072E+04
Mode 4 54.08 339.93 1.1555E+05 53.72 337.67 1.1402E+05

Mode 5 56.69 356.34 1.2698E+05 56.58 355.65 1.2648E+05

Set 3 Ya Set 3 Yb
Frequency Eigenvalue Frequency Eigenvalue

(Hz) (rad/sec)  (Hz) (rad/sec)  

Mode 1 23.49 147.65 2.1801E+04 23.42 147.21 2.1671E+04
Mode 2 28.33 178.07 3.1710E+04 28.24 177.51 3.1509E+04
Mode 3 41.39 260.17 6.7686E+04 41.30 259.60 6.7392E+04
Mode 4 54.34 341.57 1.1667E+05 54.83 344.65 1.1878E+05

Mode 5 55.42 348.35 1.2135E+05 56.05 352.31 1.2413E+05

Set 3 Za Set 3 Zb
Frequency Eigenvalue Frequency Eigenvalue

(Hz) (rad/sec)  (Hz) (rad/sec)  

Mode 1 24.56 154.38 2.3832E+04 24.31 152.81 2.3350E+04
Mode 2 28.76 180.78 3.2680E+04 28.70 180.40 3.2544E+04
Mode 3 42.06 264.38 6.9895E+04 41.94 263.62 6.9497E+04
Mode 4 55.40 348.23 1.2126E+05 55.25 347.29 1.2061E+05

Mode 5 59.04 371.11 1.3772E+05 58.51 367.78 1.3526E+05
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∑ Mode 1:

∑ Mode 2:

∑ Mode 3:

Fig. 4.7: “Set 1” – Spatial distribution of the defect energy force parameter for modes 1
to 3 showing the F1, F2 and F (resultant) Force Diagrams (columns 1, 2 and 3) for the
raw spatial distribution of states “X” and “Y” experiments.
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∑ Mode 1:

∑ Mode 2:

∑ Mode 3:

Fig. 4.8: Energy Vector Field Diagrams for “Set 1”, modes 1 to 3 for “X” and “Y”.
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 = Higher probability

 = High probability

 = Intermediate probability

 = Less probability

 = Least probability

(At most 5% certainty relative to Set I (“Xa”, “Xb”) noise level

57 58 59 60 61 62 63 64

49 50 51 52 53 54 55 56

41 42 43 44 45 46 47 48

33 34 35 36 37 38 39 40

25 26 27 28 29 30 31 32

17 18 19 20 21 22 23 24

9 10 11 12 13 14 15 16

1 2 3 4 5 6 7 8

Fig. 4.9: Schematic Descriptive Block diagram for the “Set 1” experiment after
processing with the color scheme. All vector field diagrams showed no
apparent/consistent pattern, thus strongly suggesting a false alarm test case.
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∑ Mode 1 (X – Y):

∑ Mode 1 (X – Z):

∑ Mode 1 (Y – Z):

 

∑ Mode 2 (X – Y):

  

Fig. 4.10: “Set 2” – Spatial distribution of the defect energy force parameter for modes
1 to 3 showing the F1, F2 and F (resultant) Force Diagrams (columns 1, 2 and 3) for the
raw spatial distribution of states “X” “Y” and “Z” experiments.
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∑ Mode 2 (X – Z):

  

∑ Mode 2 (Y – Z):

  

∑ Mode 3 (X – Y):

  

∑ Mode 3 (X – Z):

  

Fig. 4.10 (Continued): Set 2 – Spatial distribution of the defect energy force parameter
for modes 1 to 3 showing the F1, F2 and F (resultant) Force Diagrams (columns 1, 2 and
3) for the raw spatial distribution of states “X”, “Y” and “Z” experiments.
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∑ Mode 3 (Y – Z):

  

Fig. 4.10 (Concluded): “Set 2” – Spatial distribution of the defect energy force
parameter for modes 1 to 3 showing the F1, F2 and F (resultant) Force Diagrams
(columns 1, 2 and 3) for the raw spatial distribution of states “X”, “Y” and “Z”
experiments.
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∑ Mode 1:

X-Y       X-Z        Y-Z

∑ Mode 2:

X-Y       X-Z        Y-Z

∑ Mode 3:

X-Y       X-Z        Y-Z

Fig. 4.11: Energy Vector Field Diagrams for “Set 2”, modes 1 to 3 for states “X”, “Y”
and “Z” experiments.
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Color Scheme

 
=

Highest probability of damage at most 80% certainty

relative to noise levels in Set II “Xa” and “Xb”

 
= Less probability of damage (no more than 10% certainty)
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41 42 43 44 45 46 47 48

33 34 35 36 37 38 39 40

25 26 27 28 29 30 31 32

17 18 19 20 21 22 23 24

9 10 11 12 13 14 15 16

1 2 3 4 5 6 7 8

Fig. 4.12: Schematic Block diagram for the “Set 2” experiment after processing with the
color scheme (The actual location of the damage is shown in dotted circles). Together
with the vector field plots in Fig. 4.11, the strong indication exists for a single - location
damage near shaded blocks 30, 31, 38 and 39.

NASA/CR—2002-211685 82



∑ Mode 1 (X – Y):

  
∑ Mode 1 (X – Z):

  
∑ Mode 1 (Y – Z):

  
∑ Mode 2 (X – Y):

  

Fig. 4.13: “Set 3” – Spatial distribution of the defect energy force parameter for modes
1 to 3 showing the F1, F2 and F (resultant) Force Diagrams (columns 1, 2 and 3) for the
raw spatial distribution of states “X”, “Y” and “Z” experiments.
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∑ Mode 2 (X – Z):

  
∑ Mode 2 (Y – Z):

  
∑ Mode 3 (X – Y):

  
∑ Mode 3 (X – Z):

  

Fig. 4.13 (Continued): “Set 3” – Spatial distribution of the defect energy force
parameter for modes 1 to 3 showing the F1, F2 and F (resultant) Force Diagrams
(columns 1, 2 and 3) for the raw spatial distribution of states “X”, “Y” and “Z”
experiments.
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∑ Mode 3 (Y – Z):

  

Fig. 4.13 (Concluded):  “Set 3” – Spatial distribution of the defect energy force
parameter for modes 1 to 3 showing the F1, F2 and F (resultant) Force Diagrams
for (columns 1, 2 and 3) the raw spatial distribution of states “X”, “Y” and “Z”
experiments.
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∑ Mode 1:

X-Y       X-Z        Y-Z

∑ Mode 2:

X-Y       X-Z        Y-Z

∑ Mode 3:

X-Y       X-Z        Y-Z

Fig. 4.14: Energy Vector Field Diagrams for “Set 3”, modes 1 to 3 for states “X”, “Y”
and “Z” experiments.
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Color Scheme

 
=

Highest probability of damage (At most 80% certainty
relative to noise levels in Set III “Xa” and “Xb”

 =Lesser probability of damage

 =Least probability of damage (no more than 20% certainty)

57 58 59 60 61 62 63 64

49 50 51 52 53 54 55 56

41 42 43 44 45 46 47 48

33 34 35 36 37 38 39 40

25 26 27 28 29 30 31 32

17 18 19 20 21 22 23 24

9 10 11 12 13 14 15 16

1 2 3 4 5 6 7 8

Fig. 4.15: Schematic Block diagram for the “Set 3” experiment after processing with the
color scheme (The actual location of the damage is shown in dotted circles). Together
with vector field plots of Fig. 4.14, a strong indication exists for multiple-location
damages near shaded blocks 22 to 29 and 12 to 35.
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4.6  Conclusions of the Experimental Verification

“Set 1”: This was a repeat of the vibration signatures of the same state of
damage but at different collection times.  In this case, no change in conditions between
states “X” and “Y” is observed.  Thus, there is no damage indicated here.  It was found
that this case was a representation of the thermal effects in the laboratory.  A time
difference of one day existed between states “X” and state “Y”. The specimen remained
in the test fixture during this time but no additional damage was imposed.  The
schematic block diagram in Fig. 4.9 essentially reflects the presence of extensive noise
in this “false – alarm” case

“Set 2”: This case indicates a single damage site that was introduced
between accelerometers 15, 16, 23 and 24 see Fig. 4.1.  The baseline state “X”, did not
have any damage.  The state “Y” had a damage of size 1.125” diameter as shown in
Fig. 4.5. In state “Z” the hole imposed in state “Y” was increased to 1.6875 in. There
was a strong indication (with the Highest certainty) of a damage located on the plate
sector defined between accelerometers 30, 31, 32, 38, 40, 46, 47 and 48, also refer to
blocks 30, 31, 38 and 39 in Fig. 4.12.  This location was clearly in the correct quadrant
of the plate though it was slightly lower than the actual damage location.  There is some
damage detected with less certainty in the area bounded by blocks 11, 12, 19 and 20 in
Fig. 4.12.

“Set 3”: Here the same diameter hole that was present as in “Set 2”, state
“Z” between accelerometers 15, 16, 23 and 24 existed in the state “X” as the baseline
condition.  A new damage site was then introduced at accelerometer locations 29, 30,
37 and 38 of size 1.6875 in. diameter and for state “Y”.  In state “Z”, two more holes
were made simultaneously of diameter 1.375” and 1.6875”. The first of these holes was
introduced was introduced between accelerometers 32 and 40 and the other between
accelerometers 55, 56, 63 and 64. Our conclusion stated that this set was certainly a
case of multiple damage shown at two locations even though three more holes were
induced. Note that the baseline state “X” which had the damage, this information was
unknown at the time of the analysis.  The first position is strongly indicated (highest
possibility of a damage) at or around the location of block 12. The location of the
second damage is bounded by the sites of blocks 22, 23, 30, 31, 38 and 39 as in
Fig. 4.15.

These results were officially submitted to NASA Glenn and were found to be in
close proximity with the actual experimental documentation. All the processing of the
measured data was without any prior knowledge of the damage sites or sizes. The effort
has shown that the damage detection method is proficient in detecting damage locations
based on modal displacements. The focus of future work will be to obtain better
determination of the site of the damage.
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5.0  FULL FIELD EXPERIMENTAL INVESTIGATIONSææææTHE USE OF
ELECTRONIC SPECKLE INTERFEROMETRY TECHNOLOGY

AND EXTENSIVE PATTERN RECOGNITION TECHNIQUES
FOR DEFECT LOCALIZATION

5.1  Introduction

Several newly emerging technologies are being investigated in recent years,
with emphasis on providing full – field measurements of the complex mechanical
response signatures of continuous systems. An example of this is provided by the so –
called Electronic Speckle Pattern/Shearing Interferometry  (ESPI and ESSPI). The data
obtained from these technologies provide an excellent vehicle to assess the defect
detection/localization capabilities of the global scheme under study in the present
report. To this end, this chapter presents results of a detailed investigation of this type,
i.e., utilizing the case of vibrating cracked plate, where the damages are actually
produced by the crack propagation along the length of the fixed boundary of the plate
(the problem has three sides free and the remaining fourth straight boundary of the plate
is totally “clamped”). The complexity of this problem stems from two main factors.
Firstly, with one of changed damage conditions of the plate corresponding to only the
coordinates of the targeted damaged locations being frozen with the progression of the
single line crack, methods utilizing solely the frequency changes to localize damage
will basically fail here. Furthermore, any of the existing detection schemes using such
notions as changes in “isolated” slopes, curvatures, flexibility of a mode shape will also
have extreme difficulties (if at all possible) since (as will be shown later) the significant
effects of a propagating crack along a single support line will trigger very large changes
in the individual modes almost everywhere (and not only at the location of the increased
damages only) and this will occur essentially with a random character, i.e., regions far
away from the true propagating crack may be affected most depending on the particular
mode being interrogated. The study of vibration behavior of plates with a crack is a
problem of great practical significance, especially for the experimental verifications of
theoretical proposals.  Indeed, we note here that only a few papers have been published
on the vibration analysis of a “finite-domain” cracked plate.

The traditional way of measuring vibration frequencies and damping of a single-
degree-of-freedom (SDOF) system is by using a contact-type instrument, such as an
accelerometer, to give time histories of the vibration signals.  For a multiple-degree-of-
freedom (MDOF) system such as a continuous plate, if the natural frequencies are well
separated (without too much mode coupling interaction), the same method can be
applied.

NASA/CR—2002-211685 89



As far as the modal analysis is concerned some of the disadvantages of using
accelerometer-based measurements are:

∑ Contact and point wise - the point-by-point measurement takes time, thus
there is always an uncertainty of whether there is a change of vibration
behavior of the structure during the modal testing.

∑ The finite size of the accelerometer instrument would also limit the
dimensions of the tested structure.

Electronic speckle pattern interferometry (ESPI) is a full field non-contact
method capable of analyzing the vibration of complex mechanical structure. This
emerging new technology has many advantages over the conventional contact
accelerometer method, including the following:

∑ Resonant frequencies and the corresponding mode shapes can be obtained
simultaneously from the experimental measurements.

∑ Non-contact technique for measuring vibration of structures in hazardous
conditions, e.g., elevated temperature, high voltage, and specimens subjected
to toxic reactions, etc.

∑ Tremendous reduction in the environmental and experimental machinery
noise measurements.

∑ Short duration of the actual experiments in the order of two hours.

Contour maps of vibration mode shapes can be measured and plotted by time
average of ESPI, or their vibration amplitude gradients can be measured by time
average of ESSI (Electronic Speckle Shearing Interferometry) that has a similar
principle as compared to the ESPI.  This method has the advantage of being insensitive
to rigid body vibration modes.  In structures subjected to complex loading it might be
necessary to use both these sets of measurements.  The only limitation is the lead time
needed to set up the equipments for measuring these details. However, once operational,
this set up can provide for very fast and large-area scans of accurate measurements.
(e.g., in the order of a micrometer of translations of rather elaborate structural
deformation modes) in a matter of minutes or at most very few hours.

Yang et al. [56] presented the development of this method both in technique and
theory.  The optical setups for measuring in-plane and out-of-plane displacements and
strains, as well as their applications were shown by applying phase shifting techniques.
The technique proposed by them gave wider and more controllable range sensitivity,
thus allowing the measurements of displacement gradients corresponding to larger
deformation.

Wong et al. [57] used a time-averaging electronic speckle shearing
interferometer (ESSI) for modal damping measurements.  They compared the damping
factor of a cantilever beam by the ESSI method and the accelerometer technique.  The
main advantage of this method was the simplicity of the experimental setup and the
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measurement procedure.  They had proposed the use of three interferograms whereas 
hundreds were said to be required in the methods proposed earlier.  The limitation of 
their method was that the relative phase between the points in a complex mode is 
depending on the spatial domain, thus causing some uncertainties in resolving the 
direction sensitivity.  

 
Fringe patterns depicting the out-of-plane displacements and slope of deformed 

objects are obtained using digital speckle pattern and digital speckle shearing 
interferometer respectively.  Ng [58] showed that the original design for digital speckle 
shearing interferometry was able to measure the objects subjected to complex loads 
necessary to produce both the data as stated above.  With small modifications he also 
showed the out-of-plane displacement measurements.   

 
To increase the visibility of the fringe pattern and to reduce the environmental 

noise simultaneously, an Amplitude Fluctuation electronic speckle pattern 
interferometer (AF – ESPI) was proposed by Wang et al. [59] for out-of-pane 
measurements.  This was used by Ma et al. [60] and showed the resonant properties of a 
rectangular cantilever place with cracks.  The advantage of using the AF – ESPI method 
is that resonant frequencies and the corresponding mode shapes can be obtained 
simultaneously from the experimental measurement.  
 
 

5.2  Principles of the MethodFringe Formulation in ESPI and ESPSI 
 
 When a speckle pattern produced by a diffusing object surface interferes with a 
reference light wave or with another speckle patter, a random interference pattern is 
produced.  The intensity distribution I (x, y) of the interference pattern is given as  
 
 ( , )   [1   cos ( , )]oI x y I x yγ φ= +         (5.1) 

 
where Io represents the average intensity of the two light beams γ represents the 
modulation of the interference term and φ (x, y) represents the random phase angle 
before deformation of the object.  When the object is deformed, an optical path change 
occurs due to the surface displacement of the object.  Thus, the intensity distribution 
I`(x, y) of the interference pattern is slightly altered and now represented by 
 
 }]),([cos1{]),`(cos1[),`(   yx       I  yx    I  yxI oo ∆++=+= φγφγ  (5.2) 
 

where φ`(x, y) represents the random phase angle after deformation of the object and ∆ 
represents the relative phase change due to the object deformation, which can be 
described by 
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),(),`( yxyx ff -=D           (5.3)

In electronic SPI and SPSI, i.e., ESPI and ESPSI, the two intensity distributions
I(x, y) and I`(x, y) before and after deformation are digitized and stored in two frames.
Subtraction of the two frames yields a fringe pattern.  Since intensity of an image
cannot be negative, absolute values of the subtraction will be displayed.  Now the eye
sees the average of the absolute values of the subtraction over an elementary area and
therefore,

Ú -=
p

f
p

2

0
 ),`(  ),(  

2

1
  dyxIyxII av

     ) ( sin   
4

  2
1 D= oI

p
(5.4)

A visible fringe pattern is obtained on which the brightness is maximum when D =

(2n+1) p and a minimum when D = 2np, n being the fringe order.  In the real-time

method, the first intensity distribution is stored in one frame while a real-time frame
grabber stores the second image and the resultant image of the above subtraction
observation is displayed also in the real-time frame grabber and hence fringes can be
observed real-time on the monitor.

The phase shifting technique is used to determine the phase distribution in
interferometric fringes.  When this technique is used in SPI and SPSI, the relative phase
change corresponding to the object surface displacements (in SPI) or the object surface
displacement gradients (in SPSI) due to object deformation can be determined
automatically and precisely by calculating the phase distribution from the measured
intensities.  Generally speaking there are three unknowns in the intensity distribution of
Eq. (5.1).  They are the average intensity Io, the modulation of the interference term g
and the phase distribution f of the interference pattern.  In order to calculate the phase

f, it is necessary to record at least three intensity distributions corresponding to

different amounts of phase shift.  Here, the situation of recording only three intensity
distributions sis discussed.  For each recording of intensity an additional phase shift of
120∞ for one beam in the interferometer is used.  Digitizing three intensity patterns

provides three equations like Eq. (5.1)

)]},(cos[   1{   ),(1 yxIoyxI fg+=
]}120),(cos[   1{   ),(2

oyxIoyxI ++= fg
]}120),(cos[   1{   ),(3

oyxIoyxI -+= fg        (5.5)

The phase angle is then calculated at each detected point in this interference pattern as
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After the object is deformed, three more frames of intensity data are taken while
shifting the phase with the same amount as for the first set of data.  The phase
distribution f` of the interference pattern after deformation can also be calculated, as

was obtained previously for f..  The time for the acquisition of one frame image is

usually 40ms and the calculation of the phase distribution f or f` can be finished within

one second.  Once these data are taken, the relative phase change can be calculated
simply by subtracting f from f` according to Eq. (5.3).

5.3  General Experimental Set-up and Measurements

Electronic Speckle Pattern Interferometry is a method of producing
interferograms without using a traditional holographic technique.  The image data are
digitized by a video camera and digital signal processors, because the interferometric
image are recorded and updated by the video camera every  sec, ESPI is faster in
operation with the entire measurement completed in a couple of hours and more
insensitive to environmental and machine noise compared to the conventional contact
accelerometer techniques.

The out-of-plane and in-plane vibrating measurement by ESPI is shown
schematically.  If the image is taken after the specimen vibrates periodically, a charged
coupled camera picks up the light intensity detected.  A laser beam is used as the
coherent light source, which is further being divided into two parts, the reference beam
and the object beam by the beam splitter.  The object beam travels to the specimen and
then reflects to the CCD (charged coupled device) camera.  The reference beam goes
directly to the CCD camera via a mirror and a reference plate.  The CCD camera
converts the intensity distribution of the interference pattern of the object into a
corresponding video signal at 30 frames/sec.  The signal is electronically processed and
converted to an image on the video monitor.  The interpretation of the fringe image is
similar to reading a contour map of the displacement field.  A piezoelectric actuator that
is attached to the specimen can excite the plate.  To achieve the desired output of
vibration frequency a digitally controlled function generator connected to a power
amplifier is used.  This entire experimental setup, as shown in Fig. 5.1 once setup in
place doesn’t require further human intervention to measure the mode frequencies and
vibration of the structure.  The accuracy obtained by using the ESPI full field method of
experimental investigation is in the order of micrometer.

A similar setup can be used for measuring the slopes or changes in gradient in
the structure. Although the time need for setup is more, the accuracy and the images
obtained are in full completeness with respect to the space and content of the structure.

1

30
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Fig. 5.1: Schematic Diagram of ESPI Experimental setup for out-of-plane measurement.
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5.4  Specimen Description and Results

The material properties of the plate are mass density r = 2700 Kg/m3, Young’s

modulus E = 70.9 Gpa and Poisson’s ratio n = 0.33.  The location of the crack

(represented as x) and the geometric dimensions of the plate are shown in Fig. 5.3, the
thickness of the plate is 1 mm and crack length a = 20, 35 and 50 mm. These are the
same as reported in reference [60].

The “independent” confirmations of the experimental AF – ESPI using finite
element results are obtained by using ABAQUS, finite element modeling package in the
above mentioned reference [60].  In all, a total of 1200 elements with eight-node two-
dimensional shell elements (S8R5) were used in the analysis.  This element
approximates the Mindlin-type element that accounts for the rotary inertia effects and
first-order shear deformations through the thickness.  The same number of elements was
used in order plot the mode shapes, the spatial distribution of defect energy force
intensity parameter and nodal damage energy vector field diagram using the Damage
Detection Code (DDC).  The detailed of this latter code were described in the previous
chapters (see Chapter III); for further details see also Saleeb et al. [53, 54].

Fig. 5.2: Geometric dimensions and configurations of cracked rectangular plate.
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Table 5.1 shows the results of the first 10 resonant frequencies for different
crack lengths of 20 mm, 35 mm and 50 mm, obtained by the experimental AF – ESPI,
Finite element method (Abaqus) and the DDC code. It is observed that the results are
consistent and very close from all the methods which is remarkable considering the
rather small number of total DOF’s in meshes using the DDC (i.e., bilinear element
basis in DDC as compared to biquadratic element in ABAQUS FE code.  Due to the
fact that in a real experiment the supports cannot be made ideally rigid, the values of the
frequencies are much lower as compared to the Finite Element analysis or the DDC
results (compare the three columns of each of the cases of Table 5.1).  In Fig. 5.3, the
3D mode shapes of the damaged and the undamaged plate are shown for crack length
20 mm, 35 mm and 50 mm close to the support.  The corresponding contours for the
mode shapes are compared using the various methods as shown in Fig. 5.4, Fig. 5.5 and
Fig. 5.6, for crack length 20 mm, 35 mm and 50 mm, respectively.

The mode shapes for each of the larger crack lengths (35 mm and 50 mm)
showed significant changes in pattern for basically all the modes (from the first mode to
the last mode), relative to the base reference case of 20 mm crack. For example,
consider the mode shape numbers one and two together in Fig. 5.4 and 5.6, and then
modes nine and ten in Fig. 5.4, and their counterparts in Fig. 5.5, i.e., to compare
changes in pattern:

i. From reference state (20 mm crack) to changed state of maximum (50 mm
crack), and

ii. From the reference versus the medium-size crack states (20 mm versus 35 mm),
respectively

Considering case (i), for modes one of Fig. 5.4 and Fig. 5.6, significant variations
for the slopes/curvatures of the mode – contour plots are visible all along the lower
support line (including the actual damages but also quite apparent changes occur at the
right lower quarter zone of the plate with no cracks existing there). Also, the most
dramatic changes in these modes slopes/curvatures of modes two, in Fig. 5.4 and 5.6,
are visible alone the entire strip of the plate covering approximately one third of its
horizontal dimension (i.e., not restricted to the nearly 30 mm length of the fixed support
line, as would be ideally anticipated for damage-state changes produced from a crack
length of 20 mm to its increased length 50 mm). Moving next to the comparisons of the
higher mode numbers nine and ten in Fig. 5.4 (reference state) and Fig. 5.5 (medium
crack-length damaged state), one essentially notices that the entire plate domain exhibits
large pattern changes in these modes “slope/curvature” features. In conclusion, using
the notions of differences in such simple measures (as slopes, etc.) of the mode shapes
(even in their full – field format presented here) will (at best) lead to contradictory
results as to the damage localization capabilities.  This points out to the important fact
that looking at the contour intensity of the mode shapes there is no consistency in the
pattern in pointing out the location of the damage. The same conclusion applies for both
the two damage scenarios, i.e., crack lengths of 35 mm and 50 mm, with the 20 mm
crack serving as reference.
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On the other hand, we have considered the following arguments to determine the
effectiveness of the damage defect energy parameter and the vectorial fields of nodal
damage forces (as outlined in Chapter III).  The displacement results (no rotations) from
the modes shapes of the “healthy” plate were considered as a 20 mm boundary crack vs.
the “damaged” plate as a 35 mm and a 50 mm boundary cracks for the plate (Fig. 5.7
and Fig. 5.8, respectively).  Both the energy vector field diagram and the contour
intensity diagrams are plotted for the above cases. In the figures we have employed the
following convention, i.e., the part (a) in each figure represents the energy vector field
diagram and (b) represents its associated contour intensity plot, the latter thus providing
a third alternative for further enhanced visualization. The (c), (d) and (e) represent the
contour intensity plots for individual force components of the damage parameters
respectively as was customarily used in Chapter III.

For all the cases to be reported here, only the data for the vertical displacements
and frequencies (for all ten modes) were provided to the DDC code, as measured
response (i.e., still lacking any rational DOF input to represent incomplete in data
content, although it is worth mentioning that recent reporting in the literature on using
ESPI/ESSI provide for both types of measurements. However, as will be subsequently
demonstrated, excellent detection/localization results were obtained from the present
global scheme. Of course, better resolutions are anticipated if the additional
measurements of the rotation DOF are also incorporated in the processing of the data in
the DDC code.

The final results obtained are depicted in Figs. 5.7 and 5.8, for the increased
damage scenarios of crack lengths extending to 35 mm and 50 mm, respectively, from
the baseline condition of a plate with a 20 mm crack length along the fixed support line.
For all the modes considered, a very crisp and distinct pattern is clear in all the plots.
The consistently – recognized vector field patterns, i.e., pointing outwardly from the
damage inflicted regions, persisted in all the cases, thus “proving” all the theoretical
features alluded to in Chapter III, i.e., dissipation – driven vector directions with
increased true damages. As the crack propagates further, so will the length of
significant, outwardly - pointing, vector fields that are plotted along the support line,
with virtually zero interference from the other areas that are removed from the damage
zone.

An accuracy of the above mentioned magnitude has never been exhibited (to this
authors knowledge) by any of the earlier methods used by various researchers in
damage detection.  Indeed, the mere attempts to detect faults on the two dimensional
surfaces (as in the domain of the present plate) are virtually nonexistent in the currently
available literature on detection (mostly searches on “lines” were reported). Further, a
crack in the boundary region usually involves a lot of self-induced noise that pollutes
the real processing of data in any damage parameter, but the results obtained from the
present DDC were very encouraging. The problem of measuring points on or near the
boundary has always proved to be difficult due to the difficult accessibility for
conventional/sensor like attachments in modal testing.  The crack introduces a new free

NASA/CR—2002-211685 97



boundary of the plate, the mode shape is quite complicated and different from that of a
plate without a crack.  Many researches have therefore restricted the scope of their
detection demonstrating to cases involving damages located somewhere “inside” the
test – object domain. This is an easier case, i.e., alleviating the potential extreme
difficulty in applying, e.g., finite – differencing schemes, to obtain such measures as
slop/curvatures of modes at a boundary point.  Any such methods will most likely fall
short when they reach the end or the edge of the domain. Judging by the obtained
results here, the present scheme does not seem to be suffering from any such
limitations.
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∑ Mode 1:

AF – EFSI Finite Element Code Damage detection code

∑ Mode 2:

AF – EFSI Finite Element Code Damage detection code

∑ Mode 3:

AF – EFSI Finite Element Code Damage detection code

∑ Mode 4::

AF – EFSI Finite Element Code Damage detection code

Fig. 5.4: Mode Shape contour plots using various methods for a = 20 mm crack.

NASA/CR—2002-211685 105



∑ Mode 5:

AF – EFSI Finite Element Code Damage detection code

∑ Mode 6:

AF – EFSI Finite Element Code Damage detection code

∑ Mode 7:

AF – EFSI Finite Element Code Damage detection code

∑ Mode 8:

AF – EFSI Finite Element Code Damage detection code

Fig. 5.4 (Continued): Mode Shape contour plots using various methods for a = 20 mm
crack.
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∑ Mode 9:

AF – EFSI Finite Element Code Damage detection code

∑ Mode 10:

AF – EFSI Finite Element Code Damage detection code

Fig. 5.4  (Concluded): Mode Shape contour plots using various methods for a = 20 mm
crack.
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∑ Mode 1:

AF – EFSI Finite Element Code Damage Detection Code

∑ Mode 2:

AF – EFSI Finite Element Code Damage Detection Code

∑ Mode 3:

AF – EFSI Finite Element Code Damage Detection Code

∑ Mode 4:

AF – EFSI Finite Element Code Damage Detection Code

Fig. 5.5: Mode Shape contour plots using various methods for a = 35 mm crack.
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∑ Mode 5:

AF – EFSI Finite Element Code Damage Detection Code

∑ Mode 6:

AF – EFSI Finite Element Code Damage Detection Code

∑ Mode 7:

AF – EFSI Finite Element Code Damage Detection Code

∑ Mode 8:

AF – EFSI Finite Element Code Damage Detection Code

Fig. 5.5 (Continued): Mode Shape contour plots using various methods for a = 35 mm
crack.
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∑ Mode 9:

AF – EFSI Finite Element Code Damage Detection Code

∑ Mode 10:

AF – EFSI Finite Element Code Damage Detection Code

Fig. 5.5 (Concluded): Mode Shape contour plots using various methods for a = 35 mm
crack.
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∑ Mode 1:

AF – EFSI Finite Element Code Damage Detection Code

∑ Mode 2:

AF – EFSI Finite Element Code Damage Detection Code

∑ Mode 3:

AF – EFSI Finite Element Code Damage Detection Code

∑ Mode 4:

AF – EFSI Finite Element Code Damage Detection Code

Fig. 5.6: Mode Shape contour plots using various methods for a = 50 mm crack.
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∑ Mode 5:

AF – EFSI Finite Element Code Damage Detection Code

∑ Mode 6:

AF – EFSI Finite Element Code Damage Detection Code

∑ Mode 7:

AF – EFSI Finite Element Code Damage Detection Code

∑ Mode 8:

AF – EFSI Finite Element Code Damage Detection Code

Fig. 5.6 (Continued): Mode Shape contour plots using various methods for a = 50 mm
crack.

NASA/CR—2002-211685 112



∑ Mode 9:

AF – EFSI Finite Element Code Damage Detection Code

∑ Mode 10:

AF – EFSI Finite Element Code Damage Detection Code

Fig. 5.6 (Concluded): Mode Shape contour plots using various methods for a = 50 mm
crack.
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Mode 1: Mode 2

Fig. 5.7: Energy vector field plot, nodal damage intensity and damage defect Energy
Parameter contour intensity for 20 mm boundary crack versus the 35 mm boundary
crack.

(a)

(b)

(c)

(d)

(e)
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Mode 3: Mode 4:

Fig. 5.7 (Continued): Energy vector field plot, nodal damage intensity and damage
defect Energy Parameter contour intensity for 20 mm boundary crack versus the 35 mm
boundary crack.

(a)

(b)

(c)

(d)

(e)
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Mode 5: Mode 6:

Fig. 5.7 (Continued): Energy vector field plot, nodal damage intensity and damage
defect Energy Parameter contour intensity for 20 mm boundary crack versus the 35 mm
boundary crack.

(a)

(b)

(c)

(d)

(e)
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Mode 7:   Mode 8:

Fig. 5.7 (Continued): Energy vector field plot, nodal damage intensity and damage
defect Energy Parameter contour intensity for 20 mm boundary crack versus the 35 mm
boundary crack.

(a)

(b)

(c)

(d)

(e)
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Mode 9:  Mode 10:

Fig. 5.7 (Concluded): Energy vector field plot, nodal damage intensity and damage
defect Energy Parameter contour intensity for 20 mm boundary crack versus the 35 mm
boundary crack.

(a)

(b)

(c)

(d)

(e)
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Mode 1:  Mode 2:

Fig. 5.8: Energy vector field plot, nodal damage intensity and damage defect Energy
Parameter contour intensity for 20 mm boundary crack versus the 50 mm boundary
crack.

(a)

(b)

(c)

(d)

(e)
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Mode 3:  Mode 4:

Fig. 5.8 (Continued): Energy vector field plot, nodal damage intensity and damage
defect Energy Parameter contour intensity for 20 mm boundary crack versus the 50 mm
boundary crack.

(a)

(b)

(c)

(d)

(e)
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Mode 5:  Mode 6:

Fig. 5.8 (Continued): Energy vector field plot, nodal damage intensity and damage
defect Energy Parameter contour intensity for 20 mm boundary crack versus the 50 mm
boundary crack.

(a)

(b)

(c)

(d)

(e)
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 Mode 7:   Mode 8:

Fig. 5.8 (Continued): Energy vector field plot, nodal damage intensity and damage
defect Energy Parameter contour intensity for 20 mm boundary crack versus the 50 mm
boundary crack.

(a)

(b)

(c)

(d)

(e)
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 Mode 9: Mode 10:

 

Fig. 5.8 (Concluded): Energy vector field plot, nodal damage intensity and damage
defect Energy Parameter contour intensity for 20 mm boundary crack versus the 50 mm
boundary crack.

(a)

(b)

(c)

(d)

(e)
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5.5  Conclusions

A very important aspect that one has to consider from this chapter on full field
investigation is that emerging new technologies such as ESPI and ESSI, are becoming
available, which will provide all information and knowledge regarding the structural
responses of complex configurations, (namely, frequencies, various modes,
displacements, slope, etc.). The wealth of these accurate data can further be obtained
without the harmful effects of the surrounding environment, in a short period of time
and without human intervention or contact with the structural element under
consideration. However, the full power of these experimental methods for detecting can
only be realized if matched by robust detection/localization parameters that are able to
reflect clear identifiable parts. For instance, using the contour plots only from the mode
shapes, and comparing the patterns between the various cracked plate problems, it is
seen that one can be easily mislead in locating the damage, even of all the details of
these modes are given.  Therefore, we have emphasized before coming to the alternative
viewpoint here by using the vector like indices which possess sufficiently general
properties (both intensity and directions) to reveal crisp and distinct – persistent patterns
for this purpose.  In applications, the contour and vector plots for these were shown to
be consistent across the entire spectrum of ten vibration modes considered.

6.0  SUMMARY AND CONCLUSIONS

6.1  Summary

The present study was conducted in conjunction with an ongoing research
program dealing with the development of an integrated analytical/experimental NDE
methodology for structural health/condition monitoring.  The implementation of the
overall procedure is formatted as a direct, global detection scheme.  For this purpose the
key ingredient is the use of a damage defect energy parameter, named the defect index.
It provides the required sensitivity measure for detecting of localized damage/fault, on
the basis of measured structural response signatures both static and dynamic.

From the viewpoint of practical utilization in structures, extensive testing for a
valid assessment of any NDE technique becomes necessary, especially in view of the
many complicating factors and the vast universe of damage detection scenarios that are
likely to be encountered.  To this end, the major problem addressed in this report has
been concerned with the assessment of currently available experimental methods to be
used in conjunction with the theoretical developments. With the further challenge
stemming from the desire to search for damage locations over two-dimensional
surfaces, two specific experimental investigations were conducted on the
flexural/bending vibrations of plate. The first utilizes the more conventional approach in
modal - testing, i.e., based on a coarse network of sensors (contacting accelerometers
attached to the plate surface to measure vertical displacement amplitudes). This was
conducted as part of the in-house developments at the funding agency (NASA Glenn
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Center). The second investigation focused on results obtained from the newly emerging
technologies, e.g., ESPI and ESSI, for full-field measurements.

6.2  Conclusion

Based on the presented results, the following conclusions may be made:

1. The spatial distribution of the damage defect energy parameter exhibited a
distinctive pattern along the plate axes; i.e., calm with abrupt spikes or peaks
after crossing the damage location.  The simplicity of this intensity
distribution renders the scheme very appealing when used in pattern
recognition algorithms.

2. However, the use of only intensity (scalar – type) plots as in (1) above was
found to be limited in applicability when false – alarm tests are included
(e.g., due to environmental/operational changes but not actual defects. To
this end, the complementing vector field plots were found to be essential,
with their distinct directional properties (i.e., dissipation – driven vector field
directions). The resulting multi-mode visualization scheme, i.e., intensity
contours and vector plots, were shown to be very robust in all the cases,
particularly in distinguishing true damage from false – alarm tests.

3. From the data of the experiments conducted by NASA and the processing of
modal - testing results, the method for determining the damage using the
above two visualization methods gave quite encouraging results.  The
method correctly identified a false – alarm case and damage sites in the two
other true - defect scenarios were found.  Despite the presence of a
tremendous amount of variability/noise, in the experiments and with a rather
limited number of points for measurements of the structural quantities (only
vertical deflections were measured on a 8 ¥ 8 grid). We specially identified

the fact that all measurements for rotations were lacking contributed
significantly to the inaccuracies and degradation of the current schemes
ability to pinpoint damage sites.

4. As the culmination of the results in the report, the full – field measurements
provided by the technique of ESPI experimentation, were utilized to show
the full potential of the suggested NDE methodology. In particular, for all
the ten modes of vibrations interrogated here for the difficult case of a one –
edge supported plate with a propagating crack, both intensity contours and
vector plots gave excellent results in all the cases.
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6.3  Future Work

Collectively, the results obtained from work performed to date (including earlier
theoretical and experimental studies), as well as the work in the present research will
provide guidance in proposals for the three possible future work areas, including.

(i) To conduct more extensive studies involving full – field measurements, also
with static laboratory testing (to minimize noises possible).

(ii) To demonstrate feasibility in field-testing.  It requires a very carefully
planned integration of hardware and software, for both calibration and
portability requirements.

(iii) A necessary and important collorary to item (ii) above concerns the inherent
uncertainties implied in any experimental measurements on which the
present (or any other) NDE scheme relies. This requires the use of
sophisticated statistical tools for the ensuing statistical pattern recognition
paradigm, i.e., involving extensive data compression, (as in principal
component analysis, etc.), feature – extraction – and – discrimination (as
emphasized in Chapters III to V here), and statistical modeling (for process
control, regression, outlier detections, etc. Only then one can assure in a
quantifiable manner that the measured changes in the response are indicative
of true deteriorations/damages, as opposed to operational and/or
environmental variabilities.
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APPENDIX A

VARIABILITY/NOISE IN THE EXPERIMENTAL MEASUREMENTS

The measurements taken from the accelerometer for the plate modal
displacements were checked for the presence of a pattern indicating the variation/noise.
From the statistical analysis, using various methods as illustrated did not show any trend
or a pattern but showed that the measurements were purely random noise.

A.1  Assumptions

∑ Each test in each mode is independent of the other.
∑ Relationship between modes is not considered. (Each mode is independent of the

others.)
∑ Boundary and initial condition for both tests in each mode are the same,

respectively.

A.2  Normality Test of Errors

∑ Find overall average error and standard deviation assuming normal distribution of
points.

∑ Group the actual points from the test according to error.
∑ Use c2 test to confirm or reject normality assumption.

P-value Remarks P-value Remarks

Mode 1 0.505 Accept < 0.01 Reject

Mode 2 0.015 Reject < 0.01 Reject

Mode 3 0.853 Accept 0.054 Accept

Mode 4 0 Reject < 0.01 Reject

Mode 5 0.035 Reject < 0.01 Reject

Mode 6 0.381 Accept < 0.01 Reject

Random Tests

Chi Sqaure Test Results KS Test
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A.3  Overall (System Wide) Displacement 
 
Getting the difference in displacement (or error) between two tests for each point, and 
�

• Run t – test to find 
 

➢Mean and Standard deviation 
➢Confidence interval at 95%, 99% levels. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

A.4  Overall (System Wide) Displacement Using Relative Error 
 
• Relative error = Error for each point/average magnitude. 
• Defined as “Average magnitude” is defined as the absolute value for each 

displacement, then adding together and dividing by 2. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Mean Std. Deviation

Mode 1 -0.78 0.744 ( -0.99 , -0.57 ) ( -1.07 , -0.49 )

Mode 2 -0.0818 0.2782 ( -0.16 , -0 ) ( -0.19 , 0.025 )

Mode 3 0.3138 0.2598 ( 0.239 , 0.388 ) ( 0.214 , 0.413 )

Mode 4 0.824 2.462 ( 0.117 , 1.531 ) ( -0.12 , 1.767 )

Mode 5 -0.662 1.324 ( -1.04 , -0.28 ) ( -1.17 , -0.16 )

Mode 6 -1.27 8.62 ( -3.75 , 1.2 ) ( -4.58 , 2.03 )

Confidence Interval
95% 99%

Mean Std. Deviation

Mode 1 -0.02997 0.0288 ( -0.03821 , 0.0217 ) ( -0.041 , -0.01893 )

Mode 2 -0.1382 0.3816 ( -0.2478 , -0.0286 ) ( -0.2844 , 0.008 )

Mode 3 0.0518 0.0711 ( 0.0314 , 0.0723 ) ( 0.0246 , 0.0791 )

Mode 4 0.1903 0.4014 ( 0.075 , 0.3056 ) ( 0.0365 , 0.3441 )

Mode 5 -0.1253 0.4038 ( -0.2413 , -0.0093 ) ( -0.28 , 0.0294 )

Mode 6 -0.19 1.262 ( -0.552 , 0.173 ) ( -0.673 , 0.294 )

Confidence Interval
95% 99%
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A.5.1  Regression analysis of errors versus average magnitude (Linear equation)

∑ Linear Error = f (average magnitude)
∑ Linear Graph y = c + (m x) where y = error in experiment and x = average

magnitude as shown in Fig. A.1.

A.5.2   Regression analysis of errors versus average magnitude (non-linearææææ
quadratic equation)

∑ Non – Linear Error = f (average magnitude)
∑ Linear Graph y = f(x) where y = error in experiment and x = average magnitude as

shown in Fig. A.2

c m R - sq (%)
mode 1 0.176 -0.0368 45.4

mode 2 -0.189 0.0407 7.3

mode 3 0.171 0.015 16.5

mode 4 -0.895 0.487 12

mode 5 -1.39 0.029 8.5

mode 6 0.08 -0.202 0.6

Regression Analysis Quadratic Curve Graph ( y = c + b x + a x2 )

y = error in the experiment
x = avaerage magnitude

c b a R - sq (%)
mode 1 -2.00E-03 -1.87E-02 -3.41E-04 46.3

mode 2 -2.80E-01 0.13024 -1.44E-02 9.9

mode 3 4.82E-02 5.45E-02 -1.82E-03 23.7

mode 4 2.22808 -1.8516 0.332162 24.9

mode 5 -2.4221 0.14728 -2.40E-03 21.6

mode 6 -1.6789 0.303721 -2.94E-02 0.9

The Higher the value of R-sq the better the result
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A.5.3.1  Regression analysis of error versus distance from fixed end

∑ Error = y (horizontal distance to fixed end)
∑ The horizontal distance to the fixed end is up to the third column. Each side from

the fixed end is treated individually and combined.
∑ Linear Graph y = c + (m x) where y = error in experiment and x = horizontal

distance from fixed end as shown in Figs. A.3, A.4 and A.5.

Left Distance from fixed end
c m R - sq (%)

mode 1 -0.048 -0.225 4

mode 2 -0.043 0.0279 0.5

mode 3 -0.053 0.214 40.6

mode 4 -0.48 1.01 5.3

mode 5 0.655 -0.538 7.4

mode 6 -3.337 0.428686 0.3

Right Distance from fixed end
c m R - sq (%)

mode 1 0.044 -0.462 72

mode 2 0.0327 -0.0836 12.1

mode 3 -0.0532 0.13 31

mode 4 -0.022 0.136 38.6

mode 5 0.4797 -0.5816 20.5

mode 6 -1.9429 -0.1588 0

Combined Distance from fixed end
c m R - sq (%)

mode 1 -0.0023 -0.3436 14

mode 2 -0.0052 -0.0279 0.7

mode 3 -0.0053 0.1717 31.4

mode 4 -0.025 0.574 3.2

mode 5 0.567 -0.5599 11.2

mode 6 -2.64 0.13 0
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A.5.3.2  Regression analysis of error versus distance from fixed end (Quadratic
Graph)

∑ Error = y (horizontal distance to fixed end)
∑ The horizontal distance to the fixed end is up to the third column. Each side from

the  fixed end is treated individually and combined.
∑ Quadratic Graph y = f (x) where y = error in experiment & x = horizontal distance

from fixed end as shown in Fig. A.6, A.7 and A.8

Left Distance from fixed end
c b a R - sq (%)

mode 1 0.0239 -0.3120 0.0216 4.0000

mode 2 -0.2500 0.2777 -0.0625 1.3000

mode 3 -0.3500 0.5732 -0.0898 43.0000

mode 4 -4.1144 5.3797 -1.0917 7.4000

mode 5 -2.2892 2.9949 -0.8833 14.0000

mode 6 13.8175 -20.1560 5.1464 17.1000

Right Distance from fixed end
c b a R - sq (%)

mode 1 0.5080 -1.0190 0.1393 74.1000

mode 2 0.2963 -0.3999 0.0791 15.7000

mode 3 0.0696 -0.0177 0.0368 31.9000

mode 4 0.0327 0.0698 0.0166 38.8000

mode 5 -0.7700 0.9134 -0.3737 23.3000

mode 6 3.2319 -6.3686 1.5525 1.0000

Combined Distance from fixed end
c b a R - sq (%)

mode 1 0.2660 -0.6655 0.0805 14.3000

mode 2 0.0225 -0.0611 0.0083 0.7000

mode 3 -0.0140 0.2777 -0.0265 31.6000

mode 4 -2.0408 2.7248 -0.5376 4.1000

mode 5 -1.5276 1.9541 -0.6285 15.9000

mode 6 8.5247 -13.2627 3.3494 5.5000
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A.5.4  Regression analysis of difference (in absolute values) in errors versus
distance for each point

∑ Getting errors for each point. For each point, the difference of errors (using absolute
values) from the adjacent points for one space and two spaces, for every point up to
the third column.

∑ Run regression to see continuity of change of errors.

Diff. in errors = z (distance from point)

Left Distance from fixed end
c m R - sq (%)

mode 1 -0.048 -0.225 4

mode 2 -0.043 0.079 0.5

mode 3 -0.053 0.2138 40.6

mode 4 -0.48 1.013 5.3

mode 5 0.655 -0.538 7.4

mode 6 -3.337 0.42868 0.3

Right Distance from fixed end
c m R - sq (%)

mode 1 0.0436 -0.4617 72

mode 2 0.0327 -0.0836 12.1

mode 3 -0.053 0.1296 31

mode 4 -0.022 0.13608 38.6

mode 5 0.4797 -0.5816 20.5

mode 6 -1.9429 -0.1588 0

Combined Distance from fixed end
c m R - sq (%)

mode 1 -0.0023 -0.3436 14

mode 2 -0.00523 -0.0279 0.7

mode 3 -0.053 0.1717 31.4

mode 4 -0.25 0.5745 3.2

mode 5 0.597 -0.5599 11.2

mode 6 -2.63998 0.1349 0

Left Distance from fixed end
c m R - sq (%)

mode 1 -0.048 -0.225 4

mode 2 -0.043 0.079 0.5

mode 3 -0.053 0.2138 40.6

mode 4 -0.48 1.013 5.3

mode 5 0.655 -0.538 7.4

mode 6 -3.337 0.42868 0.3

Right Distance from fixed end
c m R - sq (%)

mode 1 0.0436 -0.4617 72

mode 2 0.0327 -0.0836 12.1

mode 3 -0.053 0.1296 31

mode 4 -0.022 0.13608 38.6

mode 5 0.4797 -0.5816 20.5

mode 6 -1.9429 -0.1588 0

Combined Distance from fixed end
c m R - sq (%)

mode 1 -0.0023 -0.3436 14

mode 2 -0.00523 -0.0279 0.7

mode 3 -0.053 0.1717 31.4

mode 4 -0.25 0.5745 3.2

mode 5 0.597 -0.5599 11.2

mode 6 -2.63998 0.1349 0
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